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Chapter 1

Introduction

Physically based simulation is a significant and active research field in computer graphics. It has emerged in the late eighties out of the need to make animations more physically plausible and to free the animator from explicitly specifying the motion of complex passively moving objects. In the early days, quite simple approaches were used to model physical behavior such as mass-spring networks or particle systems. Later, more and more sophisticated models borrowed from computational sciences were adopted. The computational sciences appeared decades before computer graphics with the goal of replacing real world experiments with simulations on computers. In contrast, the aim of using physical simulations in graphics was, and still is, the reproduction of the visual properties of physical processes for special effects in commercials and movies. Computer generated special effects have replaced earlier methods such as stop-motion frame-by-frame animation and offer almost unlimited possibilities.

Meanwhile, the rapid growth of the computational power of CPUs and GPUs in recent years has enabled real time simulation of physical effects. This possibility has opened the door to an entirely new world, a world in which the user can interact with the virtual physical environment. Real time physical simulations have become one of the main next-generation features of computer games. Allowing user interaction with physical simulations also poses new challenging research problems. In this class we address such problems and present basic as well as state-of-the-art methods for physically based simulation in real time.

1.1 Real-time vs. Off-line Physics

In off-line physical simulation, the top concern is visual quality. Computational efficiency is important because the simulations are typically done in high resolution using fine grids and large numbers of objects but performance is clearly not as important as the quality of the output. Often, farms of computers work for hours to produce a short sequence of a movie. Because off-line simulations are predictable, it is possible to re-run the process, adapt the time step in case of numerical instabilities or change parameters if the outcome does not meet the specifications or expectations.

In contrast, interactive systems run at a fixed frame rate, typically between 30 and 60 Hertz to avoid jerking and to guarantee a smooth and experience. This leaves between 15 and 30 milliseconds per time step for physical simulations. In games, the main part of this
time budget is used for the core features, e.g. the graphics or artificial intelligence computations. Thus, only a few milliseconds remain for physics. Staying within this limit is a must. The resolution and visual quality have to be adjusted to meet that constraint. Because of these specific requirements, methods used in off-line simulations cannot be used one to one in real time applications. Simply reducing the resolution often yields blobby results and removes all the interesting detail. In computer games and in interactive environments it is also absolutely essential that simulations are unconditionally stable, i.e. stable under all circumstances. In contrast to off-line simulations, the outcome of interactive scenarios is non-predictable. In addition non-physical scenarios are common such as kinematic actors which move over long distances in a single time step, interpenetrating shapes or huge force fields acting on the objects in the scene.

Out of the need for specialized solutions for interactive environments emerged the new research field of real-time physically-based simulations in computer graphics. The lecturers of this class have made central contributions in this field. In this class, each lecturer presents core ideas and state-of-the-art methods in his own field.

1.2 Biographies of Authors in Alphabetical Order

- **Doug James** holds three degrees in applied mathematics, including a Ph.D. from the University of British Columbia in 2001. In 2002 he joined the School of Computer Science at Carnegie Mellon University as an Assistant Professor, then in 2006 he became an Associate Professor of Computer Science at Cornell University. His research interests are physically based animation, computational geometry, scientific computing, reduced-order modeling, and multi-sensory digital physics (including physics-based sound and haptic force-feedback rendering). He is a National Science Foundation CAREER awardee, and a fellow of the Alfred P. Sloan Foundation.

- **Matthias Müller** received his Ph.D. on atomistic simulation of dense polymer systems in 1999 from ETH Zurich. During his post-doc with the MIT Computer Graphics Group 1999-2001 he changed fields to macroscopic physically-based simulations. He has published papers on particle-based water simulation and visualization, Finite Element-based soft bodies, cloth and fracture simulation. In 2002 he co-founded the game physics middleware company NovodeX. NovodeX was acquired in 2004 by AGEIA where he was head of research and responsible for the extension of the physics simulation library PhysX by innovative new features. He has been head of the PhysX research team of nVidia since the acquisition in 2008.

- **Jos Stam** received dual BSc degrees in Computer Science and Mathematics from the University of Geneva. He got a MSc and Phd in Computer Science from the University of Toronto. After a postdoc in France and Finland he joined Alias—wavefront (now Autodesk). Stam’s research spans several areas of computer graphics: natural phenomena, physics-based simulation, rendering and surface modeling. He has published papers in all of these. He has also participated in seven SIGGRAPH courses in these areas. He received the SIGGRAPH Technical Achievement Award and has two Academy Awards for his contributions to the film industry.
• Nils Thuerey is a post-doctoral researcher at the Computer Graphics Laboratory at ETH Zurich, working together with Prof. Markus Gross. In March 2007 he received his Phd (summa cum laude) in computer science from the University of Erlangen-Nuremberg. He has worked in the field of high-performance fluid simulations with free surfaces using, among others, lattice Boltzmann methods. In addition, he has worked on the topic of real-time fluid simulations using height-field approaches, such as the shallow water equations, together with the research group of AGEIA.

1.3 Structure of the Class Notes

The notes are divided into three parts. In the first part various real time methods for the simulation of solid rigid and deformable objects are presented. In addition, multiple ways to represent solids in simulations are discussed, such as particle systems, finite element meshes or rigid bodies. The subject of the second part are fluids, i.e. liquids and gases. Simulation methods can be split into three main groups, 3-dimensional grid-based methods, 2.5-dimensional height field representations and particle based techniques. The last part discusses methods for handling interactions between objects of different types.
Chapter 2

Introduction to Solids

For physically-based simulation, solid objects are typically divided into three main groups: Rigid bodies, soft bodies and cloth. From the point of view of the underlying physics, there is no such distinction. Completely rigid bodies do not exist in nature, every object is deformable to some extent. Cloth is a general three-dimensional soft body as well since it has a certain thickness. However, from an algorithmic and simulation point of view, it makes sense to handle those three types separately. The assumption that objects made of stone are infinitely rigid produces no visual artifacts but simplifies the handling and simulation of such objects significantly. Also, simulating cloth as a 2d rather than a 3d object reduces simulation time and memory consumption.

There is a large body of work concerning the simulation of solid objects in computer graphics. We refer the interested reader to the two surveys [GM97] and [NMK+05]. Since the early work of Terzopoulos and others [TPBF87] in the 80’s, many techniques have been proposed to simulate solid objects. In the early days physical simulations were typically done off-line.

Because a single rigid body can be represented by just a few quantities, simulation of small sets of interacting rigid bodies was possible in real-time in the 80’s already ([Hah88]). One of the first systems that made real-time interaction with deformable objects possible was ArtDefo described in [JP99]. The system made use of the effective method of model reduction in connection with the boundary element method (BEM) to speed up the simulation and achieve interactive frame rates.

The Finite Element Methods (FEM) is one of the most widely used techniques in computations sciences for the simulation of solid objects. The method reduces general partial differential equations to systems of algebraic equations. In general, these equations are
non-linear. Solvers for systems of non-linear equations are typically too slow for real-time performance. In certain scenarios, it is feasible to work with linear approximations, mainly when the deformations are small such as in the analysis of buildings. However, in the case of freely moving highly deformable objects, the artifacts are significant. One way to make FEM-based simulations fast enough for real-time applications is to decompose deformations into linear and rotational parts [MG04] as detailed in Chapter 4.

In real-time applications, solid objects are often represented by mass spring networks rather than FEM meshes. Mass spring systems will be discussed in Chapter 3. They are easier to program than FEM and faster in general with disadvantage that they are harder to tune and do not converge to the true solution as the mesh spacing goes to zero. Most of the time, this is not a significant problem in real-time scenarios. Cloth is almost always represented by mass-spring networks because these meshes can easily handle the 2-dimensional structure of cloth. In the FEM framework, special complex elements which can represent bending would have to be used for cloth, a solution that is unnecessarily complex and too slow in general. As mentioned in the introduction, it is essential that simulations are unconditionally stable. Simple explicit integration schemes have no such guarantee. Implicit integration, on the other hand, are more complex to code, slower and introduce damping. Chapter 5 introduces the concept of position based integration which allows to directly control the behavior of the simulation [Jak01, MHR06].

With the assumption of a body to be rigid, its state can be described by a single position, orientation and a linear and angular velocity. This observation allows the simulation of a large number of rigid bodies in real time as described in Chapter 6. Rigid body simulators are the essential part of every physics engine in games because most of the objects present in a level can be considered to be rigid.
One of the simplest approaches to simulate solid deformable objects is to represent and simulate them as a mass spring system. Since this approach is so simple, it is an ideal framework to study various techniques for simulation and time integration. A mass spring system consists of a set of point masses that are connected by springs. The physics of such a system is straightforward and a simulator can be programmed on just a few pages. This simplicity comes at the price of a few drawbacks you have to be aware of:

- The behavior of the object depends on the way the spring network is set up
- It can be difficult to tune the spring constants to get the desired behavior.
- Mass spring networks cannot capture volumetric effects directly such as volume conservation or prevention of volume inversions.

For various applications these drawbacks are not essential. In those cases, mass spring systems are the best choice because they are easy to implement and fast. If more accurate physics is needed, other approaches like the Finite Element Methods detailed in Chapter 4 should be considered.
CHAPTER 3. MASS SPRING SYSTEMS

3.1 Physical Formulation

A mass spring system is composed of a set of $N$ particles with masses $m_i$, positions $x_i$ and velocities $v_i$, with $i \in 1 \ldots N$. These particles are connected by a set $S$ of springs $(i, j, l_0, k_s, k_d)$, where $i$ and $j$ are the indices of the adjacent particles, $l_0$ the rest length, $k_s$ the spring stiffness and $k_d$ the damping coefficient. The spring forces acting on the adjacent particles of a spring are

$$f_i = f_s(x_i, x_j) = k_s \frac{x_j - x_i}{|x_j - x_i|} (|x_j - x_i| - l_0) \quad (3.1)$$
$$f_j = f_s(x_j, x_i) = -f(x_i, x_j) = -f_i \quad (3.2)$$

These forces conserve momentum ($f_i + f_j = 0$) and are proportional to the elongation of the spring ($|x_j - x_i| - l_0$). Alternatively, one can make them proportional to the relative elongation by replacing the constant $k_s$ with the constant $k_s/l_0$. The damping forces

$$f_i = f_d(x_i, v_i, x_j, v_j) = k_d(v_j - v_i) \cdot \frac{x_j - x_i}{|x_j - x_i|} \quad (3.3)$$
$$f_j = f_d(x_j, v_j, x_i, v_i) = -f_i \quad (3.4)$$

are proportional to the velocity difference projected onto the spring and are momentum conserving as well. Let us combine the two forces into one unified spring force as

$$f(x_i, v_i, x_j, v_j) = f_s(x_i, x_j) + f_d(x_i, v_i, x_j, v_j) \quad (3.5)$$

3.2 Simulation

Newton’s second law of motion $f = m \ddot{x}$ is the key to get from the definition of forces to a simulation algorithm. Solving for the acceleration yields $\ddot{x} = f/m$, where $\ddot{x}$ is the second derivative of the position with respect to time. This formula can be used to compute the accelerations of the particles based on the forces acting on them. As a first step towards simulation, we separate this second order ordinary differential equation into two coupled first order equations as

$$\dot{v} = f(x, v)/m \quad (3.6)$$
$$\dot{x} = v \quad (3.7)$$

The analytical solutions of these equations are

$$v(t) = v_0 + \int_{t_0}^{t} f(t)/m \, dt \text{ and} \quad (3.8)$$
$$x(t) = x_0 + \int_{t_0}^{t} v(t) \, dt. \quad (3.9)$$

Starting from the initial conditions $v(t_0) = v_0$ and $x(t_0) = x_0$, the integrals sum the infinitesimal changes up to time $t$. Simulation is the same as computing $x(t)$ and $v(t)$ from time $t_0$. 
on. Thus, the words *simulation* and *time integration* are often used interchangeably. The simplest way to solve the equations numerically is to approximate the derivatives with finite differences

\[ \dot{v} = \frac{v^{t+1} - v^t}{\Delta t} + O(\Delta t^2) \text{ and} \]

\[ \dot{x} = \frac{x^{t+1} - x^t}{\Delta t} + O(\Delta t^2), \]

where \( \Delta t \) is a discrete time step and \( t \) the frame number. Substituting these approximations into Eq. (3.6) and Eq. (3.7) yields two simple update rules

\[ v^{t+1} = v^t + \Delta t \frac{f(x^t, v^t)}{m} \]

\[ x^{t+1} = x^t + \Delta t v^t. \]

This is the explicit Euler integration scheme. It is an explicit scheme because the quantities of the next time step can directly be computed from the quantities at the current time step using explicit formulas. A small trick which makes the scheme more stable is to use \( v^{t+1} \) in stead of \( v^t \) on the right hand side of Eq. (3.13) because the new velocity is already available at that point in time. We are now ready to write down an algorithm for the simulation of a mass spring system:

```
// initialization
(1) forall particles i
(2) initialize x_i, v_i and m_i
(3) endfor
// simulation loop
(4) loop
(5) forall particles i
(6) \( \dot{f}_i \leftarrow f^g + f^{coll} + \sum_{j,(i,j) \in S} f(x_i, v_i, x_j, v_j) \)
(7) endfor
(8) forall particles i
(9) \( v_i \leftarrow v_i + \Delta t \dot{f}_i/m_i \)
(10) \( x_i \leftarrow x_i + \Delta t v_i \)
(11) endfor
(12) display the system every \( n^{th} \) time
(13) endloop
```

Here, \( f^g \) is the gravity force and \( f^{coll} \) forces due to collisions. Explicit Euler integration is one of the simplest integration methods but it has an essential drawback. It is only stable for relatively small steps. We will not go into the details of stability analysis. Just to give you an idea, the time step in a typical real-time scenario has to be of the order of \( 10^{-4} \ldots 10^{-3} \) seconds meaning that several simulation steps are necessary between two visualized frames.
This is why in the above algorithm step (12) is executed only every \( n^{th} \) time. The main reason for the instability is that the Euler scheme steps blindly into the future. It assumes that the force is constant throughout an entire step. Consider the situation when a spring is slightly stretched and the adjacent particles move towards each other. With a large time step, the particles pass the equilibrium configuration so the spring force changes sign during the time step. This is not accounted for if the force at the beginning is used throughout the entire time step. In this particular situation, the particles over shoot and gain energy which can result in an explosion eventually.

One way to improve the situation is to use more accurate integration schemes. Popular choices are second and fourth order Runge-Kutta integrators. These schemes sample the forces multiple times within the time step to reduce the problem mentioned.

### 3.3 Runge-Kutta Integration

The second order Runge-Kutta integrator replaces Eq. (3.12) and Eq. (3.13) with

\[
\begin{align*}
  a_1 &= v' \\
  b_1 &= v' + \frac{\Delta t}{2} a_2 \\
  x^{t+1} &= x' + \Delta t b_1
\end{align*}
\]

\[
\begin{align*}
  a_2 &= f(x', v') / m \\
  b_2 &= f(x' + \frac{\Delta t}{2} a_1, v' + \frac{\Delta t}{2} a_2) / m \\
  v^{t+1} &= v' + \Delta t b_2
\end{align*}
\]

to get from the position \( x' \) and velocity \( v' \) at the current time step to the position and velocity \( x^{t+1} \) and \( v^{t+1} \) at the next time step. Here is the modified algorithm which uses a second order Runge Kutta integrator:

```
// initialization
(1) forall particles i
(2) initialize \( x_i, v_i \) and \( m_i \)
(3) endfor

// simulation loop
(4) loop
(5) forall particles i
(6) \( a_{1,i} \leftarrow v_i \)
(7) \( a_{2,i} \leftarrow \left[ f^g + f^{\text{coll}} + \sum_{j,(i,j) \in S} f(x_i, v_i, x_j, v_j) \right] / m_i \)
(8) endfor
(9) forall particles i
(10) \( b_{1,i} \leftarrow v_i + \frac{\Delta t}{2} a_{2,i} \)
(11) \( b_{2,i} \leftarrow \left[ f^g + f^{\text{coll}} + \sum_{j,(i,j) \in S} f(x_i + \frac{\Delta t}{2} a_{1,i}, v_i + \frac{\Delta t}{2} a_{2,i}, x_j + \frac{\Delta t}{2} a_{1,j}, v_j + \frac{\Delta t}{2} a_{2,j}) \right] / m_i \)
(12) \( x_i \leftarrow x_i + \Delta t b_{1,i} \)
(13) \( v_i \leftarrow v_i + \Delta t b_{2,i} \)
(14) endfor
(15) display the system every \( n^{th} \) time
```
(16) endloop

As you can see, the forces have to be evaluated twice at each time step. So one second order Runge-Kutta step takes as much time as two Euler steps. However, Runge-Kutta is second order accurate in contrast to the first order accurate Euler scheme. This means that when you half the time step using Euler, you end up with half the error in contrast to one fourth of the error in the Runge-Kutta case. There is a fourth order Runge Kutta integration scheme which looks like this:

\[
\begin{align*}
    a_1 &= v' \\
    b_1 &= v' + \frac{\Delta t}{2} a_2 \\
    c_1 &= v' + \frac{\Delta t}{2} b_2 \\
    d_1 &= v' + \Delta t c_2 \\
    x^{t+1} &= x' + \frac{\Delta t}{6} (a_1 + 2b_1 + 2c_1 + d_1) \\
    v^{t+1} &= v' + \frac{\Delta t}{6} (a_2 + 2b_2 + 2c_2 + d_2)
\end{align*}
\]

This scheme is among the most popular integration techniques in computational sciences. The forces have to be evaluated four times which is rewarded by fourth order accuracy. Halving the time step results in one sixteenth of the error.

### 3.4 Verlet Integration

The way used in the Runge-Kutta scheme to improve stability and accuracy was to sample the forces multiple times during one time step. Another idea is to use quantities evaluated in the past to increase the degree of the approximation of the derivatives in Eq. (3.10) Eq. (3.11). A variety of schemes are based on this idea. In this class, Verlet integration is among the simplest and most popular in real-time applications. The basic idea is to keep the positions of time \( t - \Delta t \) in an additional state variable and use this information for a more accurate prediction. Taylor expansion of the positions in the two time directions yields

\[
\begin{align*}
    x(t + \Delta t) &= x(t) + \dot{x}(t) \Delta t + \frac{1}{2} \ddot{x}(t) \Delta t^2 + \frac{1}{6} \dddot{x}(t) \Delta t^3 + O(\Delta t^4) \quad (3.14) \\
    x(t - \Delta t) &= x(t) - \dot{x}(t) \Delta t + \frac{1}{2} \ddot{x}(t) \Delta t^2 - \frac{1}{6} \dddot{x}(t) \Delta t^3 + O(\Delta t^4) \quad (3.15)
\end{align*}
\]

Adding these two equations and rearranging terms gives

\[
\begin{align*}
    x(t + \Delta t) &= 2x(t) - x(t - \Delta t) + \dot{x}(t) \Delta t^2 + O(\Delta t^3) \quad (3.16) \\
    &= x(t) + [x(t) - x(t - \Delta t)] + \dot{x}(t) \Delta t^2 / m + O(\Delta t^4). \quad (3.17)
\end{align*}
\]

As you can see, the linear and cubic terms cancel out which makes this a fourth order integration scheme. The velocity does not show up explicitly. Instead, the position at the
previous time step has to be stored. We can bring the velocity back in by defining
\[ v(t) = \frac{[x(t) - x(t - \Delta t)]}{\Delta t}. \]
Incorporating this idea and going back to the frame time notation yields
\begin{align*}
x^{t+1} &= x^t + v^t \Delta t + \frac{f(x^t) \Delta t^2}{m} \quad (3.19) \\
v^{t+1} &= (x^{t+1} - x^t) / \Delta t. \quad (3.20)
\end{align*}
Unlike in the related Velocity Verlet scheme, the velocity here is only first order accurate and not really "used". It is just a different way of representing the position at the last time step. The interesting fact that this scheme operates on positions only is leveraged in the Position Based Dynamics approach introduced in Chapter 5.

### 3.5 Implicit Integration

The integration schemes discussed so far are only conditionally stable meaning that there is a certain range for the time step \( \Delta t \) size for which the simulation is stable. This range depends mainly on the stiffness of the springs. The stiffer the springs, the smaller the time step required to keep the simulation stable. In real-time situation, e.g. in a computer game, it is essential that an integration is unconditionally stable meaning stable in all circumstances and for the time step size given by the required frame rate. One way to achieve this is to use an implicit integration scheme. Another possibility will be discussed in Chapter 5.

The most popular implicit integration scheme used in computer graphics is implicit Euler. The explicit Euler scheme described in Eq. (3.12) and Eq. (3.13) has to be modified only slightly to make it implicit:
\begin{align*}
v^{t+1} &= v^t + \Delta t \frac{f(x^{t+1})}{m} \quad (3.21) \\
x^{t+1} &= x^t + \Delta t v^{t+1}. \quad (3.22)
\end{align*}
We removed the friction force so the sum of all forces only depends on the positions, not the velocities. Friction forces stabilize the system so they can be added in an explicit step after the implicit solve. Second, implicit integration introduces quite a lot of numerical damping so in typical situations there is no need to add physical damping as well.

The core change, however, is to use the positions and velocities of the new time step on the right hand side as well. It is not possible any more to directly and explicitly evaluate these two equations. Instead, we have two implicit equations that form a non-linear algebraic system with the positions and velocities of the next time step as the unknowns. Non formally one could say that in contrast to explicit schemes, we don’t move blindly into the future but make sure that the quantities we arrive at are in accordance with physical laws.

As a first step towards solving these equations for the entire mass spring network we combine the positions, velocities and forces of all particles into two single vectors and a multidimensional force
\begin{align*}
x &= [x_1^T, \ldots, x_n^T]^T \\
v &= [v_1^T, \ldots, v_n^T]^T \\
f(x) &= [f_1(x_1, \ldots, x_n)^T, \ldots, f_n(x_1, \ldots, x_n)^T]^T
\end{align*}
We also construct a mass matrix \( M \in \mathbb{R}^{3n \times 3n} \) which is diagonal with the values \( m_1, m_1, m_1, m_2, m_2, m_2, \ldots, m_n, m_n, m_n \) along the diagonal. These definitions lead to the following system of equations

\[
Mv^{t+1} = Mv^t + \Delta t f(x^t) \tag{3.23}
\]

\[
x^{t+1} = x + \Delta v^{t+1} \tag{3.24}
\]

Substituting Eq. (3.24) into Eq. (3.23) results in a single system for the unknown velocities \( v^{t+1} \) at the next time step

\[
Mv^{t+1} = Mv^t + \Delta t f(x^t + \Delta v^{t+1}). \tag{3.25}
\]

This system is non-linear because the forces are non-linear in the positions.

### 3.5.1 Newton-Raphson Solver

The general way to solve such a system is to use the Newton-Raphson method. This method starts at a guess for the unknown \( v^{t+1} \) and iteratively improves this guess. To this end, the equations are linearized at the current state and the resulting linear system is solved to find a better approximation. This process is repeated until the error falls below a certain threshold.

For real-time applications, linearizing multiple times per time step is too expensive. It is custom, therefore, to linearize once and use the current velocities \( v^t \) as a guess for \( v^{t+1} \).

Newton’s first law says that without forces, velocities do not change which makes this guess a good one. Linearizing the forces at \( x^t \) yields

\[
Mv^{t+1} = Mv^t + \Delta t f(x^t) + \Delta t \partial f(x^t) \cdot \Delta v^{t+1} \tag{3.26}
\]

\[
= Mv^t + \Delta t f(x^t) + \Delta t^2 K v^{t+1}, \tag{3.27}
\]

where \( K \in \mathbb{R}^{3n \times 3n} \) is the Jacobian of \( f \). It contains the derivatives of all \( 3n \) force components w.r.t. all \( 3n \) position components of the particles. This matrix is also called the tangent stiffness matrix in this context. While a standard stiffness matrix of an elastic element is evaluated at the equilibrium, \( K \) is evaluated at the current positions of the particles. We rearrange the terms to get a standard linear system for the unknown velocities

\[
\begin{bmatrix} M - \Delta t^2 K \end{bmatrix} v^{t+1} = Mv^t + \Delta t f(x^t) \tag{3.28}
\]

\[
Av^{t+1} = b, \tag{3.29}
\]

where \( A \) is a \( 3n \times 3n \) dimensional matrix and \( b \) a \( 3n \) dimensional vector. In real-time applications, this system is typically solved using iterative methods like Conjugate Gradients (CG). Direct methods are not practical because \( K \) changes at each time step. The right hand side vector \( b \) can directly be evaluated using known quantities only.

Now let us have a look at \( K \). A spring force between particles \( i \) and \( j \) adds the four \( 3 \times 3 \) sub-matrices \( K_{ii}, K_{ij}, K_{ji}, \) and \( K_{jj} \) to the global matrix \( K \) at positions \( (3i, 3i), (3i, 3j), (3j, 3i) \) and \( (3j, 3j) \) respectively. In order to evaluate these sub-matrices, we need to deduce
the derivatives of the spring force defined in Eq. (3.1) w.r.t. the positions $x_i$ and $x_j$:

$$K_{i,i} = \frac{\partial}{\partial x_i} F(x_i, x_j)$$  \hspace{1cm} (3.30)

$$= k_s \frac{\partial}{\partial x_i} \left( (x_j - x_i) - l_0 \frac{x_j - x_i}{|x_j - x_i|} \right)$$  \hspace{1cm} (3.31)

$$= k_s \left( -I + \frac{l_0}{l} \left[ I - \frac{(x_j - x_i)(x_j - x_i)^T}{l^2} \right] \right)$$  \hspace{1cm} (3.32)

$$= -K_{i,j} = K_{j,i}$$  \hspace{1cm} (3.33)

where $I$ is the $3 \times 3$ identity matrix and $l = |x_j - x_i|$ the actual length of the spring. The tangent stiffness matrix is not constant throughout the simulation because it depends on the current positions $x_1 ... x_n$ of the particles. So at each time step $K$ is set to zero. Then, for each spring the four sub-matrices $K_{i,i}$, $K_{i,j}$, $K_{j,i}$ and $K_{j,j}$ are added at the right positions in $K$. Next, the right hand side $b$ of Eq. (3.29) is evaluated and the resulting linear system solved for $\mathbf{v}^{t+1}$. Finally the velocities can be updated using Eq. (3.24).

The tangent stiffness matrix is sparse in the general case. It would only be fully occupied if each particles was connected to all other particles which is typically not the case. Because all sub-matrices associated with a spring are equal up to their sign, only one $3 \times 3$ matrix has to be stored per string.

As we saw in this chapter, there is a wide spectrum of integration methods ranging from very simple but unstable methods to quite complex unconditionally stable schemes. Which choice is optimal depends on the application. Implicit integration has two main advantages, its stability and the possibility of using a global solver such as Conjugate Gradients. Think of a long thin triangle mesh. If you pull on one side, the explicit Euler scheme can only propagate forces one triangle per integration step. A global solver propagates errors much faster across the unknowns in the system. This way, deformable objects can be made stiff. This is important in connection with cloth simulation for instance. Cloth has low bending resistance but is quite stiff w.r.t. stretching. On the other hand, in order to achieve real-time performance, the time step for an implicit integrator has to be chosen quite large because one integration step is so expensive. Also, implicit integration introduces substantial numerical damping. Both effects let interesting spatial and temporal detail disappear.

### 3.6 Mesh Creation

In computer games, artists model 3d objects as graphical meshes that represent their surface. These meshes are often not well suited to be used for simulation directly for several reasons. First, they do not represent the interior of the object and second, they contain badly shaped triangles, duplicated vertices, intersecting triangles or are just triangle soups in the extreme case. In general, it is better to use two representations of the object, one for visualization and one for simulation. Sometimes a third representation for collision detection is needed as well. If the simulation and visual representations are not the same, a mechanism to move the visual mesh along with the physical mesh is needed. If the connectivity is based on a tetrahedral mesh, one can simply use the barycentric coordinates of each visual vertex w.r.t. its surrounding tetrahedron to move the vertex via skinning.
There are many ways to create a simulation mesh from a graphical mesh. Let us have a look at a procedure that is quite simple. We create the mass spring system from a tetrahedral mesh by turning each vertex into a particle and each tetrahedral edge into a spring. What is missing are the masses of the particles and the stiffness and damping coefficients of the springs. Given a user specified density $\rho$, the mass of each tetrahedron can be computed as its volume multiplied by the density. Then, each tetrahedron distributes its mass evenly among its four adjacent vertices. This is a straightforward procedure. Finding reasonable spring coefficients is not. No matter how you do it, the behavior of the mass spring system will always depend on the structure of the mesh. This problem can only be solved by considering volumetric tetrahedra for simulation (see Chapter 4), not just their one dimensional edges. Since there is no correct way, we might as well assign a common stiffness and damping coefficient to all springs. If the lengths of the springs do not vary too much, this approach works quite well. Otherwise you might want to come up with some magic to compute the coefficients from the edge lengths.

The remaining question is how to go from a triangular surface mesh to a volumetric tetrahedral mesh. To this end, we distribute a certain number of particles $p_i$ evenly inside the volume defined by the surface mesh and on the surface mesh itself. To do this, we need an inside-outside test. The traditional way is to create a ray originating from the particle and count the number of surface triangle intersections. If the number is odd, the particle is inside the surface. This procedure requires the surface to be watertight. Then we run Delaunay tetrahedralization on these points and only keep tetrahedra with centers inside the surface. A nice feature of this approach is that the resulting tetrahedralization is independent of the triangulation of the surface. There is a pretty simple formulation of the Delaunay algorithm which constructs a tetrahedral mesh from a set of points:

1. create large tetrahedron that contains all points $p_1, \ldots, p_n$
2. forall points $p_i$
3. clear face list $l$
4. forall tetrahedra $t_j$ the circumsphere of which contains $p_i$
5. forall faces $f_k$ of $t_j$
6. if $l$ contains $f_k$ remove $f_k$ from $l$
7. else add $f_k$ to $l$
8. endfor
9. delete $t_j$
10. endfor
11. forall faces $f_k$ in $l$
12. create a tetrahedron from $f_k$ to $p_i$
13. endfor
14. endfor
15. remove all tetrahedra that contain vertices of the large tetrahedron created in step (1)
3.7 Collision Detection

There is a large body of work on collision detection for deformable objects [TKZ+04]. In this section we will look at spatial hashing only [THM+03]. This method works well when all primitives in a scene have about the same size. An advantage of using a separate representation of the object for physics is, that this representation can be optimized for a specific simulation algorithm. In this case, we make sure that there is not much variation in the sizes of the tetrahedra.

Spatial hashing works as follows: First, a grid spacing \( h \) is chosen. The spacing should match the average size of the primitives. It defines a regular grid in space. Then, each tetrahedron is inserted into all grid cells it intersects. With this data structure in place, the collision detection algorithm can retrieve all objects in the neighborhood of a point in constant time. The integer coordinates of the grid cell a point \( p \) lies in are

\[
(i_x, i_y, i_z) = (\lfloor \frac{p_x}{h} \rfloor, \lfloor \frac{p_y}{h} \rfloor, \lfloor \frac{p_z}{h} \rfloor).
\] (3.34)

Obviously the number of grid cells defined this way is not bounded. In order to store the grid, one could restrict the objects to remain in a finite rectangular volume and then only work with the cells in this volume. A more flexible variant is to allocate a fixed number \( N \) of buckets and then map the cell coordinates to a bucket number using a hash function. Since there are way more real cells than buckets, multiple cells will be mapped to the same bucket. This is not a problem though because even though a spatial query might return tetrahedra from other parts of the world, it will always return all true candidates as well. Thus, hash collisions slow down collision detection but do not make it less accurate. Here is an example of a hash function

\[
i = ([i_x \cdot 92837111] \text{xor} (i_x \cdot 689287499) \text{xor} (i_x \cdot 283923481)) \mod N,
\] (3.35)

where \( i \) is the bucket number cell \((i_x, i_y, i_z)\) is mapped to. At each time step, the grid is recreated from scratch. If \( N \) is substantially larger than the number of tetrahedra, clearing all the buckets at each time step is too expensive. Instead, each bucket contains a frame counter. If this counter is smaller than the global frame counter, the bucket is defined to be empty and whenever an object is inserted, the counter of the bucket is set to the global counter. At the beginning of collision detection, the global frame counter is increased which makes all buckets empty at once. Then, each tetrahedron is added to the buckets corresponding to the cells it overlaps. Finally, the algorithm iterates through all the particles on the surface of the mesh and retrieves all the tetrahedra in the neighborhood of that particle. If the surface particle is inside a tetrahedron, a collision is reported. This method works for both, inter and intra object collision. It does not handle edge-edge collisions though.

3.8 Collision Response

The basic event reported from collision detection is that a surface particle \( q \) of an object \( A \) is inside a tetrahedron \( t \) of an object \( B \). In the case of a self collision, the two objects are identical. It is far from trivial to find a stable way of resolving such a collision. The first problem is to decide where the penetrated vertex should go. One possibility is to move
it to the closest surface point of object $B$. In general, this is not a very good choice. It is more natural and more stable to move $q$ back to where it penetrated object $B$. A way to achieve this is to construct a ray from $q$ in the opposite direction of the surface normal at $q$. Let us call the intersection of the ray with $B$'s surface $q'$. This point lies inside a face of a tetrahedron of $B$ with adjacent vertices $p_1$, $p_2$ and $p_3$. Let $\beta_1$, $\beta_2$ and $\beta_3$ be the barycentric coordinates of $q'$ such that

$$q' = \beta_1 p_1 + \beta_2 p_2 + \beta_3 p_3.$$  \tag{3.36}

We can now define the collision response force

$$f_{\text{coll}} = k(q' - q)$$  \tag{3.37}

which is proportional to the penetration depth and a user specified stiffness coefficient. This force is applied to vertex $q$. To make sure the momenta are conserved forces $-\beta_1 f_{\text{coll}}$, $-\beta_2 f_{\text{coll}}$ and $-\beta_3 f_{\text{coll}}$ are applied to vertices $p_1$, $p_2$ and $p_3$ respectively. The method described is quite simplistic. A more sophisticated and more robust technique is described in [HTK+04].
Chapter 4

The Finite Element Method

Matthias Müller

Mass spring system cannot capture volumetric effects, as mentioned in the previous chapter. Also, their behavior depends on the structure of the mesh. To fix these problems, we will now treat the deformable body as a continuous volume. To this end, we will look into the world of continuum mechanics. Of course, summarizing such a complex mathematical framework in its generality on just a few pages is not possible. Therefore, we will focus on the most important concepts needed for the simulation of deformable objects in computer graphics. Do not worry if you don’t grasp all the details of this section the first time.

In Section 4.2 we will turn the resulting partial differential equations into a relatively simple formula for computing the forces that act on a tetrahedron based on the positions of its vertices. Given this formula, one can think of the tetrahedron as a generalized four-way spring and build larger structures from it like in mass-spring systems.

In the last section we will look at ways to evaluate the forces efficiently in order to enable simulation of large tetrahedral meshes in real time.
4.1 Continuum Mechanics

In computational sciences, deformable objects are often modeled as continuous (three dimensional) objects. For the description of their behavior, the three quantities \( \text{displacement} \), \( \text{strain} \) and \( \text{stress} \) play a major role. In one dimensional problems, these quantities are all one dimensional and have intuitive interpretations. Let us consider a beam with cross sectional area \( A \) as shown in Fig. 4.1. When a force \( f_n \) is applied in the direction of the beam perpendicular to the cross section, the beam with original length \( l \) expands by \( \Delta l \). These quantities are related via Hooke’s law as

\[
\frac{f_n}{A} = E \frac{\Delta l}{l}.
\]

The constant of proportionality \( E \) is Young’s modulus. For steel \( E \) is in the order of \( 10^{11} \text{N/m}^2 \) while for rubber it lies between \( 10^7 \) and \( 10^8 \text{N/m}^2 \). The equation states that the stronger the force per area, the larger the relative elongation \( \Delta l/l \) as expected. Also, the magnitude of the force per area needed to get a certain relative elongation increases with increasing \( E \) so Young’s modulus describes the beam’s \textit{stiffness}. Hooke’s law can be written in a more compact form as

\[
\sigma = E \varepsilon,
\]

where \( \sigma = f_n/A \) is the applied \textit{stress} and \( \varepsilon = \Delta l/l \) the resulting \textit{strain} or the other way around, \( \sigma \) the resulting internal stress due to applied strain \( \varepsilon \). It follows that the unit of stress is force per area and that strain has no unit. This is true in three dimensions as well.

A three dimensional deformable object is typically defined by its undeformed shape (also called equilibrium configuration, original, rest or initial shape) and by a set of material parameters that define how it deforms under applied forces. If we think of the rest shape as a continuous connected subset \( \Omega \) of \( \mathbb{R}^3 \), then the coordinates \( \mathbf{x} \in \Omega \) of a point in the object are called \textit{material coordinates} of that point.

When forces are applied, the object deforms and a point originally at location \( \mathbf{x} \) (i.e. with material coordinates \( \mathbf{x} \)) moves to a new location \( \mathbf{p}(\mathbf{x}) \), the \textit{spatial} or \textit{world coordinates} of that point. Since new locations are defined for all material coordinates \( \mathbf{x} \), \( \mathbf{p}(\mathbf{x}) \) is a vector.
field defined on $\Omega$. Alternatively, the deformation can also be specified by the displacement field, which, in three dimensions, is a vector field $\mathbf{u}(\mathbf{x}) = \mathbf{p}(\mathbf{x}) - \mathbf{x}$ defined on $\Omega$.

### 4.1.1 Strain

In order to formulate Hooke’s law in three dimensions, we have to find a way to measure strain, i.e. the relative elongation (or compression) of the material. In the general case, the strain is not constant inside a deformable body. In a bent beam, the material on the convex side is stretched while the one on the concave side is compressed. Therefore, strain is a function of the material coordinate $\varepsilon = \varepsilon(\mathbf{x})$. If the body is not deformed, the strain is zero so strain must depend on the displacement field $\mathbf{u}(\mathbf{x})$. A spatially constant displacement field describes a pure translation of the object. In this situation, the strain should be zero as well. Thus, strain is derived from the spatial variation or spatial derivatives of the displacement field. In three dimensions the displacement field has three components $\mathbf{u} = \mathbf{u}(\mathbf{x}) = [u(x,y,z), v(x,y,z), w(x,y,z)]^T$ and each component can be derived with respect to one of the three spatial variables $x, y$ and $z$. Therefore, strain cannot be expressed by a single scalar anymore. This makes sense because at a single point inside a three dimensional object, the material can be stretched in one direction and compressed in another at the same time. Thus, strain is represented in three dimensions by a symmetric 3 by 3 matrix or tensor

$$
\varepsilon = \begin{bmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & \varepsilon_{xz} \\
\varepsilon_{xy} & \varepsilon_{yy} & \varepsilon_{yz} \\
\varepsilon_{xz} & \varepsilon_{yz} & \varepsilon_{zz}
\end{bmatrix} \quad (4.3)
$$

We consider two ways to compute the components of the strain tensor from the spatial derivatives of the displacement field

$$
\varepsilon_G = \frac{1}{2} (\nabla \mathbf{u} + [\nabla \mathbf{u}]^T + [\nabla \mathbf{u}]^T \nabla \mathbf{u}) \quad (4.4)
$$

$$
\varepsilon_C = \frac{1}{2} (\nabla \mathbf{u} + [\nabla \mathbf{u}]^T), \quad (4.5)
$$

where the symmetric tensor $\varepsilon_G \in \mathbb{R}^{3x3}$ is Green’s nonlinear strain tensor (non-linear in the displacements) and $\varepsilon_C \in \mathbb{R}^{3x3}$ its linearization, Cauchy’s linear strain tensor. The gradient of the displacement field is a 3 by 3 matrix

$$
\nabla \mathbf{u} = \begin{bmatrix}
u_{,x} & u_{,y} & u_{,z} \\
v_{,x} & v_{,y} & v_{,z} \\
w_{,x} & w_{,y} & w_{,z}
\end{bmatrix}, \quad (4.6)
$$

where the index after the comma represents a spatial derivative.

It is natural to derive strain from the spatial derivatives of the displacement field, but the specific definitions of $\varepsilon_G$ and $\varepsilon_C$ look quite arbitrary. There is a relatively easy way to motivate their definition though. Let us have a look at the the transformation $\mathbf{p}(\mathbf{x})$ in the neighborhood of a material point. Without loss of generality we can choose the material
point \( \mathbf{0} \). Close to that point, \( \mathbf{p}(\mathbf{x}) \) can be approximated with a linear mapping as

\[
\mathbf{p}(\mathbf{x}) = \mathbf{p}(0) + \nabla \mathbf{p} \cdot \mathbf{x} + O(|\mathbf{x}|^2)
\]

(4.7)

\[
= \mathbf{p}(0) + \begin{bmatrix} \frac{\partial \mathbf{p}}{\partial x} & \frac{\partial \mathbf{p}}{\partial y} & \frac{\partial \mathbf{p}}{\partial z} \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} + O(|\mathbf{x}|^2)
\]

(4.8)

or

\[
\mathbf{p}(x,y,z) \approx \mathbf{p}(0) + \frac{\partial \mathbf{p}}{\partial x} \cdot x + \frac{\partial \mathbf{p}}{\partial y} \cdot y + \frac{\partial \mathbf{p}}{\partial z} \cdot z
\]

(4.9)

\[
= \mathbf{p}(0) + \mathbf{p}_x \cdot x + \mathbf{p}_y \cdot y + \mathbf{p}_z \cdot z.
\]

(4.10)

This shows that the local neighborhood of material point \( \mathbf{0} \) is moved into a new frame with origin \( \mathbf{p}(0) \) and axes \( \mathbf{p}_x, \mathbf{p}_y \) and \( \mathbf{p}_z \). The neighborhood does not get distorted by the translation along \( \mathbf{p}(0) \). For the neighborhood not to get distorted by the entire transformation, the new axes must satisfy two conditions. All of them must have unit length, otherwise the neighborhood gets stretched or compressed along the axes. In addition, the axes must be perpendicular to each other, otherwise the neighborhood is sheared. These constraints can elegantly be expressed by requiring that \( [\nabla \mathbf{p}]^T \nabla \mathbf{p} = \mathbf{I} \). Expanding this expression yields

\[
[\nabla \mathbf{p}]^T \nabla \mathbf{p} = \begin{bmatrix} \mathbf{p}_x^T \\ \mathbf{p}_y^T \\ \mathbf{p}_z^T \end{bmatrix} \mathbf{p}_x \mathbf{p}_y \mathbf{p}_z = \begin{bmatrix} |\mathbf{p}_x|^2 & \mathbf{p}_x \cdot \mathbf{p}_y & \mathbf{p}_x \cdot \mathbf{p}_z \\ \mathbf{p}_y \cdot \mathbf{p}_x & |\mathbf{p}_y|^2 & \mathbf{p}_y \cdot \mathbf{p}_z \\ \mathbf{p}_z \cdot \mathbf{p}_x & \mathbf{p}_z \cdot \mathbf{p}_y & |\mathbf{p}_z|^2 \end{bmatrix}.
\]

(4.11)

For this to be equal to the identity matrix, all diagonal entries must be 1 saying that all axes must have unit length. The off-diagonal entries are 0 if all the dot products between pairs of axes are zero. This is the case when they are perpendicular to each other. In other words, \( [\nabla \mathbf{p}]^T \nabla \mathbf{p} = \mathbf{I} \) means no strain. From this observation it makes sense to define strain as the deviation of \( [\nabla \mathbf{p}]^T \nabla \mathbf{p} \) from \( \mathbf{I} \), so

\[
\varepsilon = [\nabla \mathbf{p}]^T \nabla \mathbf{p} - \mathbf{I}.
\]

(4.12)

With this definition, the diagonal entries of \( \varepsilon \) are greater than zero if the material gets stretched and smaller if the material gets compressed. The off-diagonal entries indicate the amount of shearing. Now from \( \mathbf{u}(\mathbf{x}) = \mathbf{p}(\mathbf{x}) - \mathbf{x} \) follows that \( \nabla \mathbf{u} = \nabla \mathbf{p} - \mathbf{I} \). Substituting into (4.12) yields

\[
\varepsilon = (\nabla \mathbf{u} + \mathbf{I})^T (\nabla \mathbf{u} + \mathbf{I}) - \mathbf{I}
\]

(4.13)

\[
= \nabla \mathbf{u} + [\nabla \mathbf{u}]^T + [\nabla \mathbf{u}]^T \nabla \mathbf{u}
\]

(4.14)

which is Green’s strain tensor up to a factor of \( \frac{1}{2} \). Cauchy’s strain is simply the linearization of Green’s strain omitting the quadratic term \( [\nabla \mathbf{u}]^T \nabla \mathbf{u} \).

### 4.1.2 Strain Examples

It is now time to look at two specific examples. Consider the displacement function \( \mathbf{u}(x,y,z) = [x,y,z]^T \). It stretches material radially away from the origin. In this case \( \nabla \mathbf{u} = \mathbf{I} \) with \( \mathbf{I} \) the
identity matrix. The two strain measures are \( \varepsilon_G = \frac{2}{3}I \) and \( \varepsilon_C = I \). Even though the displacements get larger and larger for points further and further away from the origin, the strain is constant everywhere. The two measures differ but only by a constant scalar factor.

In the second example we consider a rotation of 90 degrees about the z-axis. As a rigid-body mode, such a displacement field should not generate any strain. We have \( p(x, y, z) = [-y, x, z]^T \) and \( u = [-y - x, x - y, z - z]^T \). This yields

\[
\nabla u = \begin{bmatrix}
-1 & -1 & 0 \\
1 & -1 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \varepsilon_C = \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \varepsilon_G = 0.
\]

In this case, only Green's non linear tensor yields the correct result, its linearization cannot capture the rotation correctly. This is an important observation we will discuss in Section 4.3.

### 4.1.3 Stress

Now let us turn to the measurement of stress, the force per unit area. As strain, stress is represented in three dimensions by a symmetric 3 by 3 matrix or tensor

\[
\sigma = \begin{bmatrix}
\sigma_{xx} & \sigma_{xy} & \sigma_{xz} \\
\sigma_{yx} & \sigma_{yy} & \sigma_{yz} \\
\sigma_{zx} & \sigma_{zy} & \sigma_{zz}
\end{bmatrix}
\]

with the following interpretation: As we saw before, at a single material point the strain depends on the direction of measurement. The same is true for the stress. Let \( n \) be the normal vector in the direction of measurement. Then,

\[
\frac{df}{dA} = \sigma \cdot n.
\]

In other words, to get the force per area \( f/A \) with respect to a certain plane with normal \( n \), the stress tensor is multiplied by \( n \).

### 4.1.4 Constitutive Laws

A constitutive law relates strain to stress. Hooke's law is a special case. It states that stress and strain are linearly related. This holds for so called Hookean materials under small deformations. In three dimensions, Hooke's law reads

\[
\sigma = E \varepsilon.
\]

Both stress and strain are symmetric tensors so they have only 6 independent coefficients. The quantity \( E \) relating the two can, thus, be expressed by a 6 by 6 dimensional matrix. For isotropic materials (with equal behavior in all directions), Hooke's law has the form
Figure 4.2: An infinitesimal volumetric element of a deformable body. The blue arrows show the stress based force acting on the faces perpendicular to the x-axis.

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{xy} \\
\sigma_{xz}
\end{bmatrix}
dydz
\quad
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{xy} \\
\sigma_{xz}
\end{bmatrix}_{x+dx}
dydz
\]

where the scalar \( E \) is Young’s modulus describing the elastic stiffness and the scalar \( \nu \in [0\ldots\frac{1}{2}] \) Poisson’s ratio, a material parameter that describes to which amount volume is conserved within the material.

4.1.5 Equation of Motion

The concepts we saw so far can be used to simulate a dynamic elastic object. First, we apply Newton’s second law of motion \( \mathbf{f} = m\ddot{\mathbf{p}} \) to the infinitesimal volumetric element \( dV \) at location \( \mathbf{x} \) of the object (see Fig. 4.2). Since the mass of an infinitesimal element is not defined, both sides of the equation of motion are divided by the volume \( dx \cdot dy \cdot dz \) of the element. This turns mass \([kg]\) into density \([kg/m^3]\) and forces \([N]\) into body forces \([N/m^3]\).

We get

\[
\rho \ddot{\mathbf{p}} = \mathbf{f}(\mathbf{x}),
\]

where \( \rho \) is the density and \( \mathbf{f}(\mathbf{x}) \) the body force acting on the element at location \( \mathbf{x} \). This force is the sum of external forces (e.g. gravity or collision forces) and internal forces (due to deformation). The next step is to compute the internal elastic force at the center of the element due to the stress. To get this force, we are going to sum up the forces that act on each of the six faces of the infinitesimal element. Let us first look at the faces perpendicular to the x-axis. The center of the face with normal \([-1,0,0]^T\) is located at \([x,y,z]^T\) and the one with face normal \([1,0,0]^T\) at position \([x+dx,y,z]^T\). According to Eqn. (4.17) the forces per unit area acting on these faces are

\[
-\begin{bmatrix}
\sigma_{xx} \\
\sigma_{xy} \\
\sigma_{xz}
\end{bmatrix}_{x,y,z}
\quad
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{xy} \\
\sigma_{xz}
\end{bmatrix}_{x+dx,y,z}
\]

(4.21)
To get forces, we have to multiply by the face area $dy \cdot dz$. Finally, the body forces are the forces divided by $dV = dx \cdot dy \cdot dz$. This yields a total force for the two faces of

$$f = \begin{pmatrix} \sigma_{xx} \\ \sigma_{xy} \\ \sigma_{xz} \end{pmatrix}_{x+dx,y,z} - \begin{pmatrix} \sigma_{xx} \\ \sigma_{xy} \\ \sigma_{xz} \end{pmatrix}_{x,y,z} / dx = \begin{pmatrix} \sigma_{xx,x} \\ \sigma_{xy,x} \\ \sigma_{xz,x} \end{pmatrix},$$  \hspace{1cm} (4.22)

where the comma denotes spatial derivatives. If we take the forces acting on the other faces into account as well, we arrive at the final expression for the body forces acting on an infinitesimal element due to internal stresses

$$f_{stress} = \nabla \cdot \sigma = \begin{pmatrix} \sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} \\ \sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} \\ \sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} \end{pmatrix},$$  \hspace{1cm} (4.23)

where, again, the comma represents a spatial derivative. We are now ready to write down the entire partial differential equation (PDE) governing dynamic elastic materials:

$$\rho \ddot{p} = \nabla \cdot \sigma + f_{ext},$$  \hspace{1cm} (4.24)

where $f_{ext}$ are externally applied body forces such as gravity or collision forces. This hyperbolic PDE can be used to compute the world coordinates $p$ of all material points inside the elastic body at all times which is the same as simulating the deformable object. How would one do this?

The density $\rho$ and the external forces $f_{ext}$ are known quantities. The process starts by defining the material coordinates $x$ and the world coordinates $p$ of all points in the body (the initial condition). Then, at each time, the displacement field is $u = p - x$ from which the strain field $\varepsilon$ can be computed. The stress field $\sigma$ is derived from the strains via Hooke’s law. Finally, $\sigma$ is used to compute the acceleration of the world positions of the body $\ddot{p}$ using Newton’s law and these accelerations define how the positions evolve.

A linear dependency of the stresses on the strains such as in a Hookean material is called material linearity. A linear measure of strain such as Cauchy’s linear strain tensor defined in Eqn. (4.5) is called geometric linearity. Only with both assumptions, material and geometric linearity, Eqn. (4.24) becomes a linear PDE. Linear PDE’s are easier to solve because discretizing them via Finite Differences of Finite Elements yields linear algebraic systems. However, for large deformations or rotations, the simplification of geometric linearity causes significant visual artifacts as we saw in one of the examples above.

### 4.2 Finite Element Discretization

The unknown in Eq. (4.24) is $p$ which is a continuous vector field. This rises the question of how one would write down the solution. A general continuous vector field cannot be described in compact form because it contains an uncountable set of vectors. A special class of vector fields can be specified by compact analytical formulas though. An example is the rotation field $p(x,y,z) = [y, -x, z]$ we discussed earlier. To end up with a description in the form of a formula, one would have to solve Eq. (4.24) analytically. This is only possible for toy problems with simple domains and boundary conditions.
Fortunately there is another way to arrive at solutions that can be written down explicitly. Just restrict the possible solutions to a certain class of continuous vector fields that can be described by a finite number of values. From such a restriction it follows that in the general case, a solution computed in this way will only be an approximation of the true solution. Ideally the restricted solution is the one within the restricted class of vector fields that is closest to the true solution.

This is the core idea of the Finite Element Method (FEM). First, the domain is divided into a finite set of (polygonal) elements of finite size which cover the entire domain without overlaps. Within each element, the vector field is described by an analytical formula that depends on the positions of the vertices belonging to the element. More general parametrizations are possible but we will work with vertex positions only.

### 4.2.1 Constant Strain Tetrahedral Meshes

To keep things simple, we use tetrahedra as finite elements and represent the domain, i.e. the volume of the deformable body by a tetrahedral mesh. Within each tetrahedron, we use the simplest possible deformation field, a linear mapping. A constant deformation field within the element would be even simpler but a constant mapping would yield zero strain, and would therefore not be practical to simulate deformable bodies.

Let $x_0, x_1, x_2, x_3$ be the the corners of the tetrahedron in the undeformed rest state and $p_0, p_1, p_2, p_3$ the same corners in the deformed state. We now have to find a linear vector field $p(x)$ that maps points within the tetrahedron in the rest state to the points within the deformed tetrahedron. Pure translation does not generate any elastic forces so we can assume that $x_0 = 0$ and $p_0 = 0$ without loss of generality. In the general case you have to replace $x_i$ with $x_i - x_0$ and $p_i$ with $p_i - p_0$ in the following formulas. Let us describe a point inside the undeformed tetrahedron by a weighted sum of the corner positions, i.e.

$$x = x_1 b_1 + x_2 b_2 + x_3 b_3 = [x_1, x_2, x_3] b. \quad (4.25)$$

The transformed position $p(x)$ will be a weighted sum of the deformed corner positions using the same weights:

$$p(x) = p_1 b_1 + p_2 b_2 + p_3 b_3 = [p_1, p_2, p_3] b. \quad (4.26)$$

Solving Eq. (4.25) for $b$ and substituting into Eq. (4.26) yields

$$p(x) = [p_1, p_2, p_3] [x_1, x_2, x_3]^{-1} x = P x \quad (4.27)$$

This is a linear mapping with $P$ a $3 \times 3$ matrix. The part $\tilde{X} = [x_1, x_2, x_3]^{-1}$ is constant throughout the simulation and can be pre-computed. Because $p(x)$ is linear, we have

$$\nabla p = P \text{ and } \nabla u = P - I \quad (4.28)$$

independent of the position $x$ within the tetrahedron. This means we will end up with constant strain and stress inside the tetrahedron. Using Green’s stress tensor we have

$$\epsilon = \frac{1}{2} (\nabla u + [\nabla u]^T + [\nabla u]^T \nabla u) \quad (4.29)$$
and with the assumption of a Hookean material the stress is

$$\sigma = E \varepsilon$$  \hspace{1cm} (4.30)

with $E$ defined in Eq. (4.19). Multiplying the stress tensor by a normal vector yields the elastic force per area so for face $(0, 1, 2)$ of the tetrahedron the force is

$$f_{0,1,2} = \sigma \cdot n_{0,1,2} \cdot A_{0,1,2} = \sigma \left( (p_1 - p_0) \times (p_2 - p_0) \right)$$  \hspace{1cm} (4.31)

Finally, we distribute this force evenly among the vertices $0, 1$ and $2$ and do the same for all faces. Equations (4.27) through (4.31) yield a recipe for computing the forces $f_0, ..., f_3$ acting on the vertices of a tetrahedron based on the deformed positions $p_0, ..., p_3$. As you can see, the whole process is quite simple. It is just a step-by-step of process of computing quantities based on previous ones. Also, we could easily replace Hooke’s law by any non-linear stress-strain relationship without increasing the complexity of the computation significantly. The resulting forces - position relationship computed this way is highly non-linear. A simple simulation algorithm using explicit Euler integration could look like this

// initialization
(1) forall vertices $i$
(2) $p_i = x_i$
(3) initialize $v_i$ and $m_i$
(4) endfor
(5) forall tetrahedra $i = (i_0, i_1, i_2, i_3)$
(6) $\bar{X}_i = [x_{i_1} - x_{i_0}, x_{i_2} - x_{i_0}, x_{i_3} - x_{i_0}]^{-1}$
(7) endfor

// simulation loop
(8) loop
(9) forall vertices $i$
(10) $f_i = f^g + f^{coll}$
(11) endfor
(12) forall tetrahedra $i = (i_0, i_1, i_2, i_3)$
(13) $P = [p_{i_1} - p_{i_0}, p_{i_2} - p_{i_0}, p_{i_3} - p_{i_0}] \cdot \bar{X}_i$
(14) $\nabla u = P - I$
(15) $\varepsilon = \frac{1}{2} (\nabla u + [\nabla u]^T + [\nabla u]^T \nabla u)$
(16) $\sigma = E \varepsilon$
(17) forall faces $j = (j_0, j_1, j_2)$ of tetrahedron $i$
(18) $f_{face} = \sigma \left( (p_{j_1} - p_{j_0}) \times (p_{j_2} - p_{j_0}) \right)$
(19) $f_{j_0} \leftarrow f_{j_0} + \frac{1}{3} f_{face}$
(20) $f_{j_1} \leftarrow f_{j_1} + \frac{1}{3} f_{face}$
(21) $f_{j_1} \leftarrow f_{j_1} + \frac{1}{3} f_{face}$
(22) endfor
(23) endfor
(24) forall vertices $i$
(25) $v_i \leftarrow v_i + \Delta t \frac{f_i}{m_i}$
(26) $p_i \leftarrow p_i + \Delta t \ v_i$
(27) endfor
This algorithm is very similar to the algorithm for simulating mass-spring systems. We basically replaced the one dimensional springs connecting pairs of mass points by three dimensional hyper-springs connecting four mass points. The computation of the forces acting at the adjacent vertices of such a hyper-spring is more expensive than computing spring forces but it does not make the algorithm more difficult to understand or to implement. Also, replacing the explicit Euler scheme by a Verlet or Runge-Kutta integrator would be straightforward. All this comes from the fact, that all force evaluations are explicit.

For unconditional stability and the use of a global solver, implicit integration is needed. In this case, things get more involved. Linearizing the spring force in Eq. (3.33) was not too hard. Doing the same for the FEM-based forces is a bit more complicated. You have to work through all the steps given in Eq. (4.27) through Eq. (4.31). The resulting formulas get more complex and more computationally intensive to evaluate, especially for general stress-strain relationships. Remember, this evaluation has to be done at every time step. For a spring force connecting points \( i \) and \( j \) we derived local tangent stiffness matrices \( K_{i,j}, K_{i,j}, K_{j,i} \) and \( K_{j,j} \). In the case of a tetrahedron, the tangent stiffness matrix \( K \) is \( 12 \times 12 \) dimensional. It contains \( 4 \times 4 \) submatrices \( K_{i,j} \), where \( K_{i,j} \) describes the interaction between vertex \( i \) and vertex \( j \). Because each vertex in the tetrahedron influences all others, the stiffness matrix of the tetrahedron is dense. With the stiffness matrix, the tetrahedral forces can be approximated as

\[
 f(p + \Delta t v) = f(p) + K|_x (\Delta t v) + O(\Delta t^2),
\]

where all vectors are \( 12 \) dimensional containing the 3 components of the 4 adjacent vertices of the tetrahedron, i.e.

\[
\]

\[
 v = [v_T^T, v_T^T, v_T^T, v_T^T]^T \text{ and}
\]

\[
 f(p) = [f_1(p_1, p_2, p_3, p_4)^T, f_2(p_1, p_2, p_3, p_4)^T, f_3(p_1, p_2, p_3, p_4)^T, f_4(p_1, p_2, p_3, p_4)^T]^T.
\]

4.2.2 Linear FEM

If \( K \) was constant at all times, the simulation would obviously be much faster and more suitable for implicit integration in real time. Let us see how we can make it constant. First we have to decide where we want to evaluate \( K \). The most natural choice is to evaluate it at the equilibrium configuration so \( K_{\text{const}} = K|_x \). Every other location would be biased in some way. This choice has a further advantage. The first term on the right hand side of Eq. (4.32) cancels out because the forces at the equilibrium configuration are zero and we
get
\[
\begin{align*}
    f(x + \Delta p) &= f(x) + K_x \Delta p + O(\Delta p^2) \\
    f(x + (p - x)) &= K_x (p - x) + O(|p - x|^2) \\
    f(p) &= K_x (p - x) + O(|p - x|^2).
\end{align*}
\]
(4.36)

(4.37)

(4.38)

(4.39)

By omitting the higher order terms and writing \( K \) for \( K_x \) from now on we have a very simple equation to compute the forces acting on the vertices of the tetrahedron given the displacements of the vertices, namely
\[
f(p) = K(p - x).
\]
(4.40)

This approximation is only valid close to the equilibrium because that is where the forces were linearized. There are many applications in which the displacements remain small, for instance when the stress distribution in a bridge or building have to be analyzed. In general, if the deformable body does not undergo large deformations it is reasonable to use this approximation.

But how do we compute \( K \) for a tetrahedron? We could linearize Eq. (4.27) through Eq. (4.31) and evaluate what we get at \( p = x \). There is a simpler more intuitive way to do it though. Three restrictions make the forces linear to begin with so linearization is not necessary at all. For this we have to

- use Cauchy strain \( \varepsilon = \frac{1}{2}(\nabla u + [\nabla u]^T) \),
- assume a linear stress-strain relationship, i.e. a Hookean material with \( \sigma = E\varepsilon \)
- and use the original positions of the vertices in Eq. (4.31) for the computation of the face normals and face areas.

We will not go through the whole process of the derivation. Here is the final result, the recipe to compute the stiffness matrix of a tetrahedron. First you compute the four auxiliary vectors \( y_0, y_1, y_2 \) and \( y_3 \) as
\[
\begin{bmatrix}
y_i^T \\
y_0^T \\
y_j^T \\
y_k^T \
\end{bmatrix} = X^{-1} = [x_1 - x_0, x_2 - x_0, x_3 - x_0]^{-1}
\]
(4.41)

\[
y_0 = -y_1 - y_2 - y_3
\]
(4.42)

With these, the \( 3 \times 3 \) sub-matrix of \( K \) connecting vertex \( i \) and \( j \) (\( i, j \in 1 \ldots 4 \)) can be directly computed as
\[
K_{i,j} = \begin{bmatrix}
y_{i,x} & 0 & 0 \\
0 & y_{i,y} & 0 \\
0 & 0 & y_{i,z}
\end{bmatrix} \begin{bmatrix}
a & b & b \\
b & a & b \\
b & b & a
\end{bmatrix} \begin{bmatrix}
y_{j,x} & 0 & 0 \\
0 & y_{j,y} & 0 \\
0 & 0 & y_{j,z}
\end{bmatrix}
\]
(4.43)

\[
+ \begin{bmatrix}
y_{i,x} & 0 & y_{i,z} \\
0 & y_{i,y} & 0 \\
0 & y_{i,y} & y_{i,x}
\end{bmatrix} \begin{bmatrix}
c & 0 & 0 \\
0 & c & 0 \\
0 & 0 & c
\end{bmatrix} \begin{bmatrix}
y_{j,x} & y_{j,y} & 0 \\
0 & y_{j,z} & y_{j,y} \\
y_{j,z} & 0 & y_{j,x}
\end{bmatrix},
\]
(4.44)
where

\[ a = VE \frac{1 - \nu}{(1 + \nu)(1 - 2\nu)}, \]

(4.45)

\[ b = VE \frac{\nu}{(1 + \nu)(1 - 2\nu)}, \]

(4.46)

\[ c = VE \frac{1 - 2\nu}{(1 + \nu)(1 - 2\nu)}, \]

(4.47)

\[ V = \det(X), \]
\[ E \text{ is Young's Modulus and } \nu \text{ the Poisson ratio.} \]

The center matrix on line (4.43) is the upper left sub-matrix of \( E \) given in Eq. (4.19) and the matrices to the left and right of it represent normal strain. The center matrix on line (4.44) is the lower right sub-matrix of \( E \) and the matrices to the left and right correspond to shear strain, where the subscripts after the comma are the spatial components of the vectors, not their derivatives.

## 4.3 Warped Stiffness

![Image of a pitbull with inflated head](image)

Figure 4.3: The pitbull with its inflated head (left) shows the artifact of linear FEM under large rotational deformations. The correct deformation is shown on the right.

In the framework of linear FEM discussed in the previous section, the stiffness matrices of all tetrahedra are constant, i.e. depend only on the rest configuration of the vertices and can be precomputed. This makes the simulation fast and allows real-time simulation of high resolution tetrahedra meshes. However, we have seen in Section 4.1.2 that Cauchy strain cannot capture rotational deformations correctly (see Fig. 4.3). In graphics, this is a problem, because only large deformations and free rotational motion yield visually interesting effects.

The technique of \textit{stiffness warping} which we will discuss in this section solves this problem by explicitly extracting the rotational part of the deformation. The method removes the visual artifacts under large rotational deformations and allows to use the constant stiffness matrices of linear FEM. Let us see how this works.

### 4.3.1 Extraction of Rotation

If we write \( K_e \) for the stiffness matrix of a tetrahedral element \( e \) to distinguish it from the stiffness matrix \( K \) of the entire mesh, the computation of the linear forces acting on the four vertices of the element are

\[ f = K_e \cdot (p - x). \]

(4.48)
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Figure 4.4: To compute the elastic forces acting at the vertices of a tetrahedron, its deformed coordinates \( \mathbf{p} \) are rotated back to an unrotated frame \( \mathbf{R} \mathbf{e}^{-1} \mathbf{p} \). There, the displacements \( \mathbf{R} \mathbf{e}^{-1} \mathbf{p} - \mathbf{x} \) are multiplied with the stiffness matrix yielding the forces \( \mathbf{K} \mathbf{e} (\mathbf{R} \mathbf{e}^{-1} \mathbf{p} - \mathbf{x}) \) that are finally rotated back to the frame of the deformed tetrahedron by multiplying them with \( \mathbf{R} \mathbf{e} \).

Now comes the trick. Let us assume that we know the rotational part \( \mathbf{R} \mathbf{e} \) of the deformation of the tetrahedron. We use this matrix to rotate the world coordinates \( \mathbf{p} \) of the vertices back into an unrotated configuration \( \mathbf{R} \mathbf{e}^{-1} \mathbf{p} \). For this to work, \( \mathbf{R} \mathbf{e} \) needs to be a 12\( \times \)12 matrix containing four identical 3\( \times \)3 rotation matrices along its diagonal. After the transformation, the displacements are \( \mathbf{R} \mathbf{e}^{-1} \mathbf{p} - \mathbf{x} \). The linear forces in this unrotated frame are \( \mathbf{K} \mathbf{e} (\mathbf{R} \mathbf{e}^{-1} \mathbf{p} - \mathbf{x}) \). Finally, the forces have to be moved back into the rotated current configuration of the tetrahedron yielding

\[
\mathbf{f}_{\text{warped}} = \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} (\mathbf{R} \mathbf{e}^{-1} \mathbf{p} - \mathbf{x}).
\tag{4.49}
\]

This computation is fast. Also remember that for a rotation matrix \( \mathbf{R} \mathbf{e}^{-1} = \mathbf{R} \mathbf{e}^T \). To use these force in an implicit Euler scheme we substitute them into Eq. (3.23) and Eq. (3.24) which yields

\[
\mathbf{M} \mathbf{v}^{t+1} = \mathbf{M} \mathbf{v}^t + \Delta t \left( \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} (\mathbf{R} \mathbf{e}^T \mathbf{p}^{t+1} - \mathbf{x}) + \mathbf{f}_{\text{ext}} \right)
\tag{4.50}
\]

\[
\mathbf{p}^{t+1} = \mathbf{p}^t + \Delta t \mathbf{v}^{t+1}.
\tag{4.51}
\]

Again, we substitute the second line into the first and get

\[
\mathbf{M} \mathbf{v}^{t+1} = \mathbf{M} \mathbf{v}^t + \Delta t \left( \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} (\mathbf{R} \mathbf{e}^T (\mathbf{p}^t + \Delta t \mathbf{v}^{t+1}) - \mathbf{x}) + \mathbf{f}_{\text{ext}} \right)
\tag{4.52}
\]

\[
\left( \mathbf{M} - \Delta t^2 \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} \mathbf{R} \mathbf{e}^T \right) \mathbf{v}^{t+1} = \mathbf{M} \mathbf{v}^t + \Delta t \left( \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} (\mathbf{R} \mathbf{e}^T \mathbf{p}^t - \mathbf{x}) + \mathbf{f}_{\text{ext}} \right)
\tag{4.53}
\]

\[
\left( \mathbf{M} - \Delta t^2 \mathbf{K} \mathbf{e} \right) \mathbf{v}^{t+1} = \mathbf{M} \mathbf{v}^t + \Delta t \left( \mathbf{K} \mathbf{e} (\mathbf{p}^t - \mathbf{f}_0 + \mathbf{f}_{\text{ext}}) \right),
\tag{4.54}
\]

where \( \mathbf{K} \mathbf{e} = \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} \mathbf{R} \mathbf{e}^T \) and \( \mathbf{f}_0 = \mathbf{R} \mathbf{e} \mathbf{K} \mathbf{e} \mathbf{x} \). The last line is the linear equation for the new velocities. All quantities except \( \mathbf{v}^{t+1} \) are known at the current time step and form a linear
system for the new velocities. This is the equation for a single tetrahedron. The one for the entire mesh is

\[(M - \Delta t^2 K') \mathbf{v}'^{t+1} = M \mathbf{v}' + \Delta t \left( K' \mathbf{p}' - f_0 + f_{\text{ext}} \right)\].

(4.55)

Constructing the global stiffness matrix \(K\) from the element matrices \(K_e\) and the global right hand side force offset is called \textit{element assembly}. This process can be written as

\[K = \sum_e R_e K_e R_e^T\]  
(4.56)

\[f_0 = \sum_e R_e K_e x.\]  
(4.57)

These are not valid equations as they stand here. On the left we have 3\(n\) dimensional quantities, \(n\) being the number of mesh vertices, while on the right the quantities are 12 dimensional due to the four vertices from a tetrahedral element. For the formulas to be valid, the quantities on the right are made 3\(n\) dimensional as well by placing in the sub matrices and vectors corresponding to the vertices of the tetrahedron at the right spots w.r.t to the global mesh numbering and filling the rest with zeros. The remaining question is how to get the rotations \(R_e\) of the tetrahedra.

### 4.3.2 Determining Element Rotation

From Eq. (4.27) we know that the non-translational part of the mapping from the original configuration \((x_0, x_1, x_2, x_3)\) to the current configuration \((p_0, p_1, p_2, p_3)\) of a tetrahedron is the 3 \(\times\) 3 dimensional matrix

\[A = [p_1 - p_0, p_2 - p_0, p_3 - p_0] [x_1 - x_0, x_2 - x_0, x_3 - x_0]^{-1}.\]  
(4.58)

The rotational part of \(A\) is the rotation we are looking for. There are several ways to construct a rotation matrix from \(A\), also called \textit{orthonormalization} of \(A\). The simples is the \textit{Gram-Schmidt} method. Let \(A = [a_0, a_1, a_2]\) with \(a_i\) the column vectors of \(A\) and the axes of the transformation. We need to make sure that they all have unit length and that they are perpendicular to each other. The \textit{Gram-Schmidt} method computes the three columns of the rotation matrix

\[r_0 = \frac{a_0}{|a_0|},\]  
(4.59)

\[r_1 = \frac{a_1 - r_0 \cdot a_1}{|a_1 - r_0 \cdot a_1|},\]  
(4.60)

\[r_2 = r_0 \times r_1.\]  
(4.61)

The third line is non-\textit{Gram-Schmidt} but simpler and makes sure that the resulting rotation matrix \(R = [r_0, r_1, r_2]\) is right handed. This procedure is dependent on the order in which the axes are processed. The first axis of the rotation will always be aligned with the first axis of the transformation for instance. This fact might yield some artifacts. Typically, this is not a big issue. You just have to make sure that you keep the order the same throughout the simulation.

A mathematically more correct and unbiased way to extract the rotations is to find the rotation matrix \(R\) that is closest to \(A\) in the least squares sense. It is a well known fact
from linear algebra that each matrix can be factored into a rotation matrix and a symmetric matrix, i.e.

\[ A = RS. \]  

(4.62)

This factorization is called polar decomposition and should be used for unbiased and more accurate results.
Chapter 5

Position Based Dynamics

Matthias Müller

The most popular approaches for the simulation of dynamic systems in computer graphics are force based. Internal and external forces are accumulated from which accelerations are computed based on Newton’s second law of motion. A time integration method is then used to update the velocities and finally the positions of the object. A few simulation methods (most rigid body simulators) use impulse based dynamics and directly manipulate velocities. In this chapter we present an approach which omits the velocity layer as well and immediately works on the positions. The main advantage of a position based approach is its controllability. Overshooting problems of explicit integration schemes in force based systems can be avoided. In addition, collision constraints can be handled easily and penetrations can be resolved completely by projecting points to valid locations.
5.1 Position Based Simulation

The objects to be simulated are represented by a set of \( N \) particles and a set of \( M \) constraints. Each particle \( i \) has three attributes, namely

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_i )</td>
<td>mass</td>
</tr>
<tr>
<td>( x_i )</td>
<td>position</td>
</tr>
<tr>
<td>( v_i )</td>
<td>velocity</td>
</tr>
</tbody>
</table>

A constraint \( j \) is defined by the five attributes

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_j )</td>
<td>cardinality</td>
</tr>
<tr>
<td>( C_j : \mathbb{R}^{3n_j} \rightarrow \mathbb{R} )</td>
<td>scalar constraint function</td>
</tr>
<tr>
<td>( {i_1, \ldots, i_{n_j}}, i_k \in [1, \ldots N] )</td>
<td>set of indices</td>
</tr>
<tr>
<td>( k_j \in [0, 1] )</td>
<td>stiffness parameter</td>
</tr>
<tr>
<td>( \text{unilateral or bilateral} )</td>
<td>type</td>
</tr>
</tbody>
</table>

Constraint \( j \) with type \emph{bilateral} is satisfied if \( C_j(x_{i_1}, \ldots, x_{i_{n_j}}) = 0 \). If its type is \emph{unilateral} then it is satisfied if \( C_j(x_{i_1}, \ldots, x_{i_{n_j}}) \geq 0 \). The stiffness parameter \( k_j \) defines the strength of the constraint in a range from zero to one.

Given this data and a time step \( \Delta t \), the simulation proceeds as follows:

1. \textbf{forall} particles \( i \)
2. initialize \( x_i = x_i^0, v_i = v_i^0, w_i = 1/m_i \)
3. \textbf{endfor}
4. \textbf{loop}
5. \textbf{forall} particles \( i \) do \( v_i \leftarrow v_i + \Delta t w_i f_{\text{ext}}(x_i) \)
6. \textbf{forall} particles \( i \) do \( p_i \leftarrow x_i + \Delta t v_i \)
7. \textbf{forall} particles \( i \) do \text{generateCollisionConstraints}(x_i \rightarrow p_i)
8. \textbf{loop} solverIterations times
9. \textbf{projectConstraints}(C_1, \ldots, C_{M+M_{\text{coll}}}, p_1, \ldots, p_N)
10. \textbf{endloop}
11. \textbf{forall} particles \( i \)
12. \( v_i \leftarrow (p_i - x_i)/\Delta t \)
13. \( x_i \leftarrow p_i \)
14. \textbf{endfor}
15. \textbf{endloop}

Since the algorithm simulates a system which is second order in time, both, the positions and the velocities of the particles need to be specified in (1)-(3) before the simulation loop starts. Lines (5)-(6) perform a simple explicit forward Euler integration step on the velocities and the positions. The new locations \( p_i \) are not assigned to the positions directly but are only used as predictions. Non-permanent external constraints such as collision constraints...
are generated at the beginning of each time step from scratch in line (7). Here the original and the predicted positions are used in order to perform continuous collision detection. The solver (8)-(10) then iteratively corrects the predicted positions such that they satisfy the \( M_{\text{coll}} \) external as well as the \( M \) internal constraints. Finally the corrected positions \( p_i \) are used to update the positions \textit{and} the velocities. It is essential here to update the velocities along with the positions. If this is not done, the simulation does not produce the correct behavior of a second order system. As you can see, the integration scheme used here is very similar to the Verlet method described in Eq. (3.19) and Eq. (3.20).

5.2 The System to be solved

The goal of the solver step (8)-(10) is to correct the predicted positions \( p_i \) of the particles such that they satisfy all constraints. The problem that needs to be solved comprises of a set of \( M \) equations for the \( 3N \) unknown position components, where \( M \) is now the total number of constraints. This system does not need to be symmetric. If \( M > 3N \) \( (M < 3N) \) the system is over-determined (under-determined). In addition to the asymmetry, the equations are in general non-linear. The function of a simple distance constraint \( C(\mathbf{p}_1,\mathbf{p}_2) = (\mathbf{p}_1 - \mathbf{p}_2)^2 - d^2 \) yields a non-linear equation. What complicates things even further is the fact that collisions produce inequalities rather than equalities. Solving a non-symmetric, non-linear system with equalities and inequalities is a tough problem.

Let \( \mathbf{p} \) be the concatenation \( [\mathbf{p}_1^T,\ldots,\mathbf{p}_N^T]^T \) and let all the constraint functions \( C_j \) take the concatenated vector \( \mathbf{p} \) as input while only using the subset of coordinates they are defined for. We can now write the system to be solved as

\[
\begin{align*}
C_1(\mathbf{p}) &> 0 \\
&\vdots \\
C_M(\mathbf{p}) &> 0,
\end{align*}
\]

where the symbol \( > \) denotes either \( = \) or \( \geq \). As we saw in Section 3.5.1, Newton-Raphson iteration is a method to solve non-linear symmetric systems with equalities only. The process starts with a first guess of a solution. Each constraint function is then linearized in the neighborhood of the current solution using

\[
C(\mathbf{p} + \Delta \mathbf{p}) = C(\mathbf{p}) + \nabla_\mathbf{p} C(\mathbf{p}) \cdot \Delta \mathbf{p} + O(|\Delta \mathbf{p}|^2) = 0. \tag{5.1}
\]

This yields a \textit{linear} system for the global correction vector \( \Delta \mathbf{p} \)

\[
\begin{align*}
\nabla_\mathbf{p} C_1(\mathbf{p}) \cdot \Delta \mathbf{p} &= -C_1(\mathbf{p}) \\
&\vdots \\
\nabla_\mathbf{p} C_M(\mathbf{p}) \cdot \Delta \mathbf{p} &= -C_M(\mathbf{p}),
\end{align*}
\]

where \( \nabla_\mathbf{p} C_j(\mathbf{p}) \) is the \( 1 \times N \) dimensional vector containing the derivatives of the function \( C_j \) w.r.t. all its parameters, i.e. the \( N \) components of \( \mathbf{p} \). It is also the \( j \)th row of the linear
system. Both, the rows $\nabla_p C_j(p)$ and the right hand side scalars $-C_j(p)$ are constant because they are evaluated at the location $p$ before the system is solved. When $M = 3N$ and only equalities are present, the system can be solved by any linear solver, e.g. PCG. Once it is solved for $\Delta p$ the current solution is updated as $p \leftarrow p + \Delta p$. A new linear system is generated by evaluating $\nabla_p C_j(p)$ and $-C_j(p)$ at the new location after which the process repeats.

If $M \neq 3M$ the resulting matrix of the linear system is non-symmetric and not invertible. [GHF+07] solve this problem by using the pseudo-inverse of the system matrix which yields the best solution in the least-squares sense. Still, handling inequalities is not possible directly.

5.3 The Non-Linear Gauss-Seidel Solver

In the position based dynamics approach, non-linear Gauss-Seidel is used. It solves each constraint equation separately. Each constraint yields a single scalar equation $C(p) \succ 0$ for all the particle positions associated with it. The subsystem is therefore highly under-determined. PBD solves this problem as follows. Again, given $p$ we want to find a correction $\Delta p$ such that $C(p + \Delta p) = 0$. It is important to notice that PBD also linearizes the constraint function but individually for each constraint. The constraint equation is approximated by

$$C(p + \Delta p) \approx C(p) + \nabla_p C(p) \cdot \Delta p = 0. \quad (5.2)$$

The problem of the system being under-determined is solved by restricting $\Delta p$ to be in the direction of $\nabla_p C$ which conserves the linear and angular momenta. This means that only one scalar $\lambda$ - a Lagrange multiplier - has to be found such that the correction

$$\Delta p = \lambda \nabla_p C(p). \quad (5.3)$$

solves (5.2). This yields the following formula for the correction vector of a single particle $i$

$$\Delta p_i = -s w_i \nabla_p C(p), \quad (5.4)$$

where

$$s = \frac{C(p)}{\sum_j w_j |\nabla_p C(p)|^2} \quad (5.5)$$

and $w_i = 1/m_i$.

As mentioned above, this solver linearizes the constraint functions. However, in contrast to the Newton-Raphson method, the linearization happens individually per constraint. Solving the linearized constraint function of a single distance constraint for instance yields the correct result in a single step. Because the positions are immediately updated after a constraint is processed, these updates will influence the linearization of the next constraint because the linearization depends on the actual positions. Asymmetry poses no problem because each constraint produces one scalar equation for one unknown Lagrange multiplier $\lambda$. Inequalities are handled trivially by first checking whether $C(p) \geq 0$. If this is the case, the constraint is simply skipped.

We have not considered the stiffness $k$ of the constraint so far. There are several ways of incorporating the it. The simplest variant is to multiply the corrections $\Delta p$ by $k \in [0\ldots1]$. 
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Figure 5.2: Projection of the constraint \( C(p_1, p_2) = |p_1 - p_2| - d \). The corrections \( \Delta p \) are
weighted according to the inverse masses \( w = 1/m \).

However, for multiple iteration loops of the solver, the effect of \( k \) is non-linear. The remaining
error for a single distance constraint after \( n_s \) solver iterations is \( \Delta p(1-k)^{n_s} \). To get a
linear relationship we multiply the corrections not by \( k \) directly but by \( k' = 1 - (1-k)^{1/n_s} \).
With this transformation the error becomes \( \Delta p(1-k')^{n_s} = \Delta p(1-k) \) and, thus, becomes
linearly dependent on \( k \) and independent of \( n_s \) as desired. However, the resulting mate-
rial stiffness is still dependent on the time step of the simulation. Real time environments
typically use fixed time steps in which case this dependency is not problematic.

5.4 Constraint Examples

5.4.1 Stretching

To give an example, let us consider the distance constraint function \( C(p_1, p_2) = |p_1 - p_2| - d \). The derivative with respect to the points are
\[
\nabla p_1 C(p_1, p_2) = \frac{p_1 - p_2}{|p_1 - p_2|} \quad \nabla p_2 C(p_1, p_2) = -\frac{p_1 - p_2}{|p_1 - p_2|}
\]
with \( n = \frac{p_1 - p_2}{|p_1 - p_2|} \). The scaling factor \( s \) is, thus, \( s = \frac{|p_1 - p_2|}{|p_1 - p_2| + d} \) and the final corrections
\[
\Delta p_1 = -\frac{w_1}{w_1 + w_2} (|p_1 - p_2| - d) \frac{p_1 - p_2}{|p_1 - p_2|} \quad (5.6)
\]
\[
\Delta p_2 = +\frac{w_2}{w_1 + w_2} (|p_1 - p_2| - d) \frac{p_1 - p_2}{|p_1 - p_2|} \quad (5.7)
\]
which are the formulas proposed in [Jak01] for the projection of distance constraints (see
Figure 5.2). They pop up as a special case of the general constraint projection method.

5.4.2 Bending

In cloth simulation it is important to simulate bending in addition to stretching resistance.
To this end, for each pair of adjacent triangles \((p_1, p_3, p_2)\) and \((p_1, p_2, p_4)\) a bilateral bending
constraint is added with constraint function
\[
C_{\text{bend}}(p_1, p_2, p_3, p_4) = \cos \left( \frac{(p_2 - p_1) \times (p_3 - p_1)}{|(p_2 - p_1) \times (p_3 - p_1)|}, \frac{(p_2 - p_1) \times (p_4 - p_1)}{|(p_2 - p_1) \times (p_4 - p_1)|} \right) - \phi_0,
\]
stiffness \( k_{\text{bend}} \). The scalar \( \phi_0 \) is the initial dihedral angle between the two triangles and \( k_{\text{bend}} \)
is a global user parameter defining the bending stiffness of the cloth (see Figure 5.3). The
advantage of this bending term over adding a distance constraint between points \( p_3 \) and \( p_4 \)
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Figure 5.3: For bending resistance, the constraint function \( C(p_1, p_2, p_3, p_4) = \arccos(n_1 \cdot n_2) - \phi_0 \) is used. The actual dihedral angle \( \phi \) is measure as the angle between the normals of the two triangles.

Figure 5.4: Constraint function \( C(q, p_1, p_2, p_3) = (q - p_1) \cdot n - h \) makes sure that \( q \) stays above the triangle \( p_1, p_2, p_3 \) by the the cloth thickness \( h \).

or over the bending term proposed by [GHDS03] is that it is independent of stretching. This is because the term is independent of edge lengths.

5.4.3 Triangle Collisions

The handling of self collisions within cloth can be handled by an additional unilateral constraint. For vertex \( q \) moving through a triangle \( p_1, p_2, p_3 \), the constraint function reads

\[
C(q, p_1, p_2, p_3) = (q - p_1) \cdot \frac{(p_2 - p_1) \times (p_3 - p_1)}{|(p_2 - p_1) \times (p_3 - p_1)|} - h, \tag{5.8}
\]

where \( h \) is the cloth thickness. If the vertex enters from below with respect to the triangle normal, the constraint function has to be

\[
C(q, p_1, p_2, p_3) = (q - p_1) \cdot \frac{(p_3 - p_1) \times (p_2 - p_1)}{|(p_3 - p_1) \times (p_2 - p_1)|} - h \tag{5.9}
\]

5.4.4 Volume Conservation

For tetrahedral meshes it useful to have a constraint that conserves the volume of single tetrahedra. Such a constraint has the form
\[ C(p_1, p_2, p_3, p_4) = \frac{1}{6} \left( (p_2 - p_1) \times (p_3 - p_1) \right) \cdot (p_4 - p_1) - V_0, \] (5.10)

where \( p_1, p_2, p_3 \) and \( p_4 \) are the four corners of the tetrahedron and \( V_0 \) its rest volume.

Figure 5.5: The image shows a mesh that is simulated using stretching and bending constraints. The top row shows \((k_{\text{stretching}}, k_{\text{bending}}) = (1, 1), \left(\frac{1}{2}, 1\right)\) and \((\frac{1}{100}, 1)\). The bottom row shows \((k_{\text{stretching}}, k_{\text{bending}}) = (1, 0), \left(\frac{1}{2}, 0\right)\) and \((\frac{1}{100}, 0)\).

5.4.5 Shape Matching

Figure 5.6: First, the original shape \( x_0^i \) is matched to the deformed shape \( x_i \). Then, the deformed points \( x_i \) are pulled towards the matched shape \( g_i \).

Shape Matching can be used to formulate a constraint for the entire set of particles. No connectivity is needed in this case. In correspondence to rest lengths, rest angles and rest volumes in the previous constraints, this constraint needs the original positions of all the particles \( x_0^i \). We do not formulate the constraint using a function \( C(\ldots) \) but describe the projection of the points due to this constraint directly.

In order to find the projected positions, a shape matching problem with a priori known correspondences has to be solved: Given two sets of points \( x_0^i \) and \( p_i \), find the rotation...
matrix $R$ and the translation vectors $t$ and $t_0$ which minimize
\[ \sum_i w_i (R(x_i^0 - t_0) + t - p_i)^2, \] (5.11)
where the $w_i$ are weights of individual points. The natural choice for the weights is $w_i = m_i$.

The optimal translation vectors turn out to be the center of mass of the initial shape and the center of mass of the actual shape, i.e.
\[ t_0 = x_{cm}^0 = \frac{\sum_i m_i x_i^0}{\sum_i m_i}, \quad t = x_{cm} = \frac{\sum_i m_i p_i}{\sum_i m_i}, \] (5.12)
which is physically plausible. Finding the optimal rotation is slightly more involved. Let us define the relative locations $q_i = x_i^0 - x_{cm}^0$ and $p_i = x_i - x_{cm}$ of points with respect to their center of mass and let us relax the problem of finding the optimal rotation matrix $R$ to finding the optimal linear transformation $A$. Now, the term to be minimized is $\sum_i m_i (Aq_i - p_i)^2$. Setting the derivatives with respect to all coefficients of $A$ to zero yields the optimal transformation
\[ A = (\sum_i m_i p_i q_i^T) (\sum_i m_i q_i q_i^T)^{-1} = A_{pq} A_{qq}. \] (5.13)

The second term $A_{qq}$ is a symmetric matrix and, thus, contains only scaling but no rotation. Therefore, the optimal rotation $R$ is the rotational part of $A_{pq}$ which can be found via a polar decomposition $A_{pq} = RS$, where the symmetric part is $S = \sqrt{A_{pq}^T A_{pq}}$ and the rotational part is $R = A_{pq} S^{-1}$. Finally, the projected positions can be computed as
\[ p_i = R(x_i^0 - x_{cm}^0) + x_{cm}. \] (5.14)

### Linear Deformations

The method described so far can only simulate small deviations from the rigid shape. To extend the range of motion, the linear transformation matrix $A$ computed in (5.13) can be used. This matrix describes the best linear transformation of the initial shape to match the actual shape in the least squares sense. Instead of using $R$ in (5.14) to compute the $g_i$, we use the combination $\beta A + (1 - \beta) R$, where $\beta$ is an additional control parameter. This way, the goal shape is allowed to undergo a linear transformation. The presence of $R$ in the sum ensures that there is still a tendency towards the undeformed shape. To make sure that volume is conserved, we divide $A$ by $\sqrt{\det(A)}$ ensuring that $\det(A) = 1$. For the standard approach we only need to compute $A_{pq}$. Here, we also need the matrix $A_{qq} = (\sum_i m_i q_i q_i^T)^{-1}$. Fortunately, this symmetric $3 \times 3$ matrix can be pre-computed.

### Quadratic Deformations

Linear transformations can only represent shear and stretch. To extend the range of motion by twist and bending modes, we move from linear to quadratic transformations. We define a quadratic transformation as follows:
\[ g_i = [A Q M] \bar{q}_i, \] (5.15)
Figure 5.7: Visualization of all $3 \times 9$ modes defined by the coefficients of $\tilde{A} = [A \; Q \; M]$ defined in (5.15).

where $g_i \in \mathbb{R}^3$, $\tilde{q} = [q_x, q_y, q_z, q_x^2, q_y^2, q_z^2, q_xq_y, q_xq_z, q_yq_z]^T \in \mathbb{R}^9$, $A \in \mathbb{R}^{3 \times 3}$ contains the coefficients for the linear terms, $Q \in \mathbb{R}^{3 \times 3}$ the coefficients for the purely quadratic terms and $M \in \mathbb{R}^{3 \times 3}$ the coefficients for the mixed terms. With $\hat{A} = [A \; Q \; M] \in \mathbb{R}^{3 \times 9}$ we now have to minimize $\sum_i m_i (\tilde{A}\tilde{q}_i - p_i)^2$. The optimal quadratic transformation turns out to be

$$\tilde{A} = (\sum_i m_i \tilde{p}_i \tilde{q}_i^T)(\sum_i m_i \tilde{q}_i \tilde{q}_i^T)^{-1} = \tilde{A}_{pq} \tilde{A}_{qq},$$

(5.16)

Again, the symmetric $\tilde{A}_{qq} \in \mathbb{R}^{9 \times 9}$ as well as the $\tilde{q}_i$ can be pre-computed. Analogous to the linear case, we use $\beta \hat{A} + (1 - \beta)\tilde{R}$ to compute the goal shape, where $\tilde{R} \in \mathbb{R}^{3 \times 9} = [R \; 0 \; 0]$. The algorithm based on quadratic deformations is a computationally cheap imitation of methods using modal analysis. The linear shear and stretch modes and the additional bend and twist modes are shown in Fig. 5.7.
Chapter 6

Rigid Body Simulation

Matthias Müller

Rigid bodies play a central role in real-time applications such as computer games because most objects around us can be considered as non-deformable. This is why the core of most game physics engines is a rigid body solver. Representing objects as rigid bodies is very effective, both in terms of simulation speed and memory footprint. Simulating rigid bodies in free flight and handling dynamic collisions is not that hard. Surprisingly it is much harder to stably simulate stacks of rigid bodies at rest than to simulate an explosion in which many objects interact with each other dynamically. In the resting scenario the player will notice even tiny jittering so impulse exchanges between interacting bodies have to be computed accurately and consistently. In the explosion scenario it is much harder to see whether objects behave in a physically correct way or not.

In the first part of this chapter, we will think of a rigid body as a set of point masses connected by springs of infinite stiffness. This allows us to start from what we learned in Chapter 3 about mass spring systems. Later, we will get rid of the particle representation.
6.1 Linear Motion

We represent a rigid body by particles having masses $m_i$, original positions $\bar{x}_i$, actual positions $x_i$ and velocities $v_i$. The original and current center of mass are given by the mass-weighted sum of the positions of the particles as

$$\bar{x} = \frac{1}{M} \sum_i m_i \bar{x}_i$$  
(6.1)

$$x = \frac{1}{M} \sum_i m_i x_i,$$  
(6.2)

where $M = \sum_i m_i$ is the total mass of the body. We will now reorder the terms a bit to get

$$M \bar{x} = \sum_i m_i x_i$$  
(6.3)

$$M \ddot{x} = \sum_i m_i \ddot{x}_i$$  
(6.4)

$$M \ddot{x} = \sum_i f_i$$  
(6.5)

$$M \ddot{x} = F,$$  
(6.6)

where we have used Newton’s second law and $F = \sum_i f_i$. Thus, for linear motion the entire rigid body can be represented by a single particle at the center of mass with the total mass of the particles on which the sum of all particle forces acts.

6.2 Angular Motion

For linear motion, the assumption of rigidity let us replace individual particles by a single particle at the center of mass with the total mass of the body. The rigidity constraint also simplifies angular motion of the particles about the center of mass. On a rigid body, all the particles have to have the same angular velocity. Let us first look at Newton’s second law for the angular case. The angular quantity that corresponds to linear impulse $p_i = m_i \dot{x}_i$ is called angular momentum and is defined as

$$L_i = \mathbf{r}_i \times (m_i \dot{x}_i) = \mathbf{r}_i \times p_i$$  
(6.7)

where $\mathbf{r}_i$ is the current distance vector from the center of mass to the particle, i.e. $\mathbf{r}_i = \mathbf{x}_i - \mathbf{x}$. The cross product makes sure that only the part of the impulse perpendicular to the radius, i.e. along the tangent of the rotation is considered. The quantity that corresponds to force is called torque $\tau_i$ and defined as

$$\tau_i = \mathbf{r}_i \times \mathbf{f}_i.$$  
(6.8)

In correspondence with Eq. (6.6), Newton’s second law for the angular case reads

$$\sum_i \mathbf{r}_i \times \mathbf{f}_i = \frac{d}{dt} \sum_i \mathbf{r}_i \times m_i \mathbf{\dot{x}}$$

$$\tau = L.$$

(6.9)
At this point we use the fact that all particles have the same rotational velocity \( \omega \). This allows us to express the angular part of their velocity as

\[
\dot{x}_i = \omega \times r_i. \tag{6.10}
\]

where \( \omega \) is the angular velocity of the entire body. Using this fact we can simplify the expression for the angular momentum

\[
L = \sum_i r_i \times m_i \dot{x}_i \\
= \sum_i r_i \times m_i \omega \times r_i \\
= \sum_i -m_i r_i \times r_i \times \omega \\
= \sum_i -m_i \text{skew}(r_i) \text{skew}(r_i) \omega \\
= J \omega, \tag{6.11}
\]

where \( \text{skew}(r) \in \mathbb{R}^{3 \times 3} \) is the matrix with the property \( \text{skew}(r) \times x = r \times x \). Because \( \omega \) is the same for all particles, it can be pulled out of the sum while the remaining part is called the moment of inertia or inertia tensor

\[
J \in \mathbb{R}^{3 \times 3} = \sum_i -m_i \text{skew}(r_i) \text{skew}(r_i) \tag{6.12}
\]

Note that \( J \) depends on the current orientation of the rigid body. Given the current orientation as a rotation matrix \( R \) the current inertia tensor can computed from the one related to the original pose by using \( J = R J R^T \). There are four quantities that describe the state of a rigid body, namely

- the position of the center of mass \( x \),
- the orientation represented by a rotation matrix \( R \),
- the linear velocity of the center of mass \( \dot{x} \) and
- the angular velocity \( \omega \) about the center of mass.

In rigid body simulators, the orientation is often represented by a quaternion. The orientation of a rigid body is a three dimensional quantity. A matrix has six additional degrees of freedom while a quaternion only has one additional dimension. Due to numerical errors in the time integration, both representations drift away from representing true orientations. This problem is more severe for matrices. Here we stick with the matrix representation because it is easier to understand. Also, one can always go back and forth from a quaternion to a matrix if needed.

It is more convenient to use the linear momentum \( p = M \dot{x} \) instead of \( \dot{x} \) and the angular momentum \( L = J \omega \) instead of \( \omega \). The state of a rigid body can then be expressed by

\[
S(t) = \begin{bmatrix} x(t) \\ R(t) \\ p(t) \\ L(t) \end{bmatrix}. \tag{6.13}
\]
In order to simulate the body we need to know how this state vector changes over time, i.e. we need to know its time derivative $\dot{S}$. First, we have Newton’s second law saying that

$$ p = F $$

and from the definition of the linear momentum we have

$$ \dot{x} = M^{-1}p. $$

while in the angular case Newton’s second law states that

$$ \dot{L} = \tau. $$

The last piece is a bit more involved. What is $\dot{R}$? The angular velocity $\omega$ rotates a vector around the origin yielding $\dot{x} = \omega \times x$. Likewise $\omega$ rotates the axes of $R = [r_1, r_2, r_3]$, so that $\dot{R} = [\omega \times r_1, \omega \times r_2, \omega \times r_3] = \text{skew}(\omega)R$. The angular velocity $\omega$ can be computed via $\omega = J^{-1}L$ while the inverse of the current inertia $J^{-1}$ is related to the inverse of the original inertia tensor $\bar{J}^{-1}$ by $J^{-1} = RJ^{-1}R^T$. This yields the final equation of motion for the rigid body:

$$ \dot{S} = \begin{bmatrix} \dot{x} \\ \dot{R} \\ \dot{p} \\ \dot{L} \end{bmatrix} = \begin{bmatrix} M^{-1}p \\ \text{skew}(R\bar{J}^{-1}R^T)L \end{bmatrix}, \quad (6.14) $$

A simulator starts with an initial condition for the state of the rigid body and then integrates Eq. (6.14) in time. Using explicit Euler integration, a simulation algorithm would look like this:

```c
// initialization
(1) M ← \sum_i m_i
(2) \bar{x} ← (\sum_i \bar{x}_i) / M
(3) \bar{r}_i ← \bar{x}_i - \bar{x}
(4) \bar{J}^{-1} ← (\sum_i m_i \text{skew}(\bar{r}_i) \text{skew}(\bar{r}_i))^{-1}
(5) initialize x, v, R, L
(6) J^{-1} ← RJ^{-1}R^T
(7) \omega ← J^{-1}L
// simulation
(8) loop
(9) F ← \sum_i f_i
(10) \tau ← \sum_i r_i \times f_i
(11) x ← x + \Delta tv
(12) v ← v + \Delta F / M
(13) R ← R + \Delta \text{skew}(\omega)R
(14) L ← L + \Delta \tau
(15) J^{-1} ← RJ^{-1}R^T
(16) \omega ← J^{-1}L
(17) r_i ← R\bar{r}_i
```
6.3 Collision handling

There are two non-degenerate cases for collisions of two rigid bodies $A$ and $B$, namely corner-face collisions and edge-edge collisions. The contact normal $n$ is an important quantity in rigid body collision handling. In the case of a corner-face collision, $n$ is perpendicular to the collision face. When two edges collide, $n$ points along the cross product of the direction of the two edges. Forces and impulses are always exchanged along $n$ and only the component of contact velocities along $n$ have to be considered. Therefore, all the quantities relevant for collision handling at a given contact point can be represented by scalars along $n$ which simplifies things quite a lot!

In the real world, fully rigid bodies do not exist. In almost rigid objects, impacts cause tiny deformations at the contact point which, in turn, cause high stress forces that accelerate the bodies away from each other. Only after a finite amount of time, the bodies are fully separated again. The stiffer the materials, the stronger the stresses and the shorter the response time. So hypothetically, for infinitely stiff materials, the response time is zero and the velocities change immediately. We use the symbols $u^-$ and $u^+$ for velocities before and after the collision along the contact normal, so

$$
\begin{align*}
  u^-_A &= (v^-_A + w^-_A \times r_A) \cdot n \\
  u^-_B &= (v^-_B + \omega^-_B \times r_B) \cdot n
\end{align*}
$$

(6.15)

where $r_A$ and $r_B$ are the positions of the collision point relative the center of mass of body $A$ and $B$ respectively. The relative velocity at the collision point before the collision is

$$
u^-_{rel} = u^-_A - u^-_B$$

(6.16)

Instead of using a collision force we use a collision impulse $p = np$ which changes this relative velocity immediately. Because it acts parallel to the contact normal it can be represented by a scalar $p$. For a resting contact and a bouncy contact the impulse $p$ has to be chosen such that the relative velocity after the collision

$$
\begin{align*}
  u^+_{rel} &\geq 0 \\
  u^+_{rel} &= -\varepsilon u^-_{rel}
\end{align*}
$$

(6.17)

respectively, where $\varepsilon$ is the coefficient of restitution. For $\varepsilon = 1$ the collision is fully elastic while for $\varepsilon = 0$ it is fully inelastic. An impulse $p$ changes the linear and angular velocities of body $A$ via

$$
\begin{align*}
  p &= M_A \Delta v_A \\
  r_A \times p &= J_A \Delta \omega_A
\end{align*}
$$

(6.18)
which results in a change in \( u_A \) of

\[
\Delta u_A = [\Delta v_A + \Delta \omega_A \times r_A] \cdot n \tag{6.19}
\]

\[
= [p M_A^{-1} + (J_A^{-1}(r_A \times p)) \times r_A] \cdot n \tag{6.20}
\]

\[
= p [n M_A^{-1} + (J_A^{-1}(r_A \times n)) \times r_A \cdot n] \tag{6.21}
\]

\[
= p [n \cdot n M_A^{-1} + (J_A^{-1}(r_A \times n)) \times r_A \cdot n] \tag{6.22}
\]

\[
= p [M_A^{-1} + (r_A \times n)^T J_A^{-1}(r_A \times n)] \tag{6.23}
\]

\[
= p w_A \tag{6.24}
\]

From step (6.22) to (6.23), the fact that the term after the plus sign is a triple product was used. The formula for \( \Delta u_b \) is obviously analogous. The scalar \( w_A \) can be computed from quantities known before the collision. We are now ready to solve for \( p \) using Eq. (6.17):

\[
u^+_A = \nu^-_A + \Delta u_A - \Delta u_B = \nu^-_A + p w_A - (-p w_B) = \nu^-_A + p(w_A + w_B) = -\varepsilon \nu^-_A \tag{6.25}\]

It is important to note that while \( p \) is applied to body \( A \), \(-p \) is applied to body \( B \). Solving for \( p \) yields

\[
p = \frac{-(1 + \varepsilon) \nu^-_A}{w_A + w_B} \tag{6.26}\]

Once \( p \) is known, the kinematic quantities can be updated using

\[
v^+_A = v^-_A + p n M_A^{-1}
\]

\[
v^+_B = v^-_B - p n M_B^{-1}
\]

\[
\omega^+_A = \omega^-_A + p J_A^{-1}(r_A \times n)
\]

\[
\omega^+_B = \omega^-_A - p J_B^{-1}(r_B \times n) \tag{6.27}\]

### 6.4 Resting Contacts

In a resting configuration there are multiple (say \( N \)) contact points for which the solver has to make sure that \( u^+_{rel} >= 0 \). The change of the velocity \( \Delta u_A^i \) of body \( A \) at contact \( i \) is influenced by all the impulses of contacts \( j \) that influence body \( A \):

\[
\Delta u_A^i = \sum_j p_j M_A^{-1} + \sum_j (J_A^{-1}(r_A^i \times p^j)) \times r_A^i \cdot n^i
\]

\[
= \sum_j p_j [n^i M_A^{-1} + (J_A^{-1}(r_A^i \times n^j)) \times r_A^i \cdot n^i] \tag{6.28}
\]

\[
= \sum_j p_j [n^i \cdot n^i M_A^{-1} + (r_A^i \times n^i)^T J_A^{-1}(r_A^i \times n^i)]
\]

\[
= \sum_j p_j w_A^{ij}
\]
This yields a linear equation for each contact

\[
\begin{align*}
\vec{u}_{i}^{+} & = \vec{u}_{i}^{-} + \Delta \vec{u}_{A} - \Delta \vec{u}_{B} \\
& = \vec{u}_{i}^{-} + \sum_{j} \left( \sigma_{j}^{A} \vec{w}_{ij}^{A} - \sigma_{j}^{B} \vec{w}_{ij}^{B} \right) p_{j} \\
& = \vec{u}_{i}^{-} + \sum_{j} a_{ij} p_{j} \\
& \geq 0
\end{align*}
\]

which is a system of \( N \) inequalities for the scalars \( p_{i} \). The coefficient \( \sigma_{A}^{j} \) is +1 if \( p_{j} \) is applied to body \( A \) in the direction of \( \vec{n}_{j} \) and -1 if \( p_{j} \) is applied to body \( A \) in the opposite direction of \( \vec{n}_{j} \). It is zero if \( p_{j} \) is not applied to body \( A \) at all. The coefficients \( \sigma_{B}^{j} \) are defined similarly. We use the following definitions

\[
\begin{align*}
A & = [a_{ij}] \in \mathbb{R}^{N \times N} \\
p & = [p_{1}, p_{2}, \ldots, p_{N}]^{T} \in \mathbb{R}^{N \times 1} \\
u & = [u_{1}^{-}, u_{2}^{-}, \ldots, u_{N}^{-}]^{T} \in \mathbb{R}^{N \times 1} \\
c & = [c_{1}, c_{2}, \ldots, c_{N}]^{T} \in \mathbb{R}^{N \times 1},
\end{align*}
\]

where \( c_{i} = |u_{i}^{\text{rel}}| \) are the magnitudes of the pre impact relative velocities. Now we can state the problem as

\[
\begin{align*}
Ap + u & \geq 0 \\
p & \geq 0,
\end{align*}
\]

where the symbol \( \geq \) is used componentwise. All the vectors \( p \) within the polytope defined by the inequalities are solutions to this problem. To get a unique solution we need additional constraints. One additional constraint requires \( Ap + u \leq c \), i.e. that kinetic energy cannot be gained by the collision. Among all remaining solution vectors \( p \) we want the one that minimizes the quadratic function \( |Ap + u|^{2} \) namely the magnitudes of the post velocities. This is a convex quadratic programming problem (QP) that can be formulated as a linear complementarity problem (LCP).

### 6.5 Dynamic and Static Friction

For simulating friction, velocities perpendicular to the contact normal \( \vec{n} \) have to be considered. Let \( p \) be the magnitude of the impulse along \( \vec{n} \) computed as shown above. One way to do this is to add two additional constraints to each contact point with normals \( \vec{n}_{1}^{\perp} \) and \( \vec{n}_{2}^{\perp} \) perpendicular to \( \vec{n} \) and to each other. The scalar impulses \( p_{1}^{\perp} \) and \( p_{2}^{\perp} \) along these two additional directions have to be solved for with the original impulses simultaneously.

In the case of dynamic friction, the condition must hold that \( \sqrt{p_{1}^{\perp 2} + p_{2}^{\perp 2}} = c_{\text{dyn}} p \) where \( c_{\text{dyn}} \) is the dynamic friction constant. The three impulse magnitudes can be thought of as lying on a cone centered at the collision point.

For static friction the situation is different. If \( p \geq p_{\text{max}} \) the solver has to make sure that the relative velocities along the tangential directions are zero by applying the appropriate
impulses \( p_1 \) and \( p_2 \). The scalar \( p_{\text{max}} \) is a material parameter. It is non-trivial to include these constraints into the non-frictional problem. Fortunately there is a very simple way to solve both, the original LCP as well as the additional friction constraints, namely the Gauss-Seidel technique.

### 6.6 Real Time Simulation using a Gauss-Seidel Solver

The main drawback of a Gauss-Seidel solver (GS) is its slow convergence in comparison to global solvers. There are many advantages though. The most important one is the simplicity with which the complex LCP including static and dynamic friction constraints can be solved. In addition, ill posed and over constraint problems are handled in a robust manner. These properties are ideal for the use in computer games and other real time environments.

The general idea is very simple. Instead of considering the global problem, GS iterates through each constraint one after the other, computes impulses locally using Eq. (6.26) and updates the kinematic quantities of the participating bodies immediately using Eq. (6.27). Before such a step, the relative velocity along the constraint is computed using the current linear and angular velocities of the bodies. If this velocity is greater than zero, the constraint is simply skipped. The solver also makes sure that the impulses applied are always larger than zero which can be easily done when looking at one single constraint. For static friction, the tangential constraints solve for zero velocities but only if the current normal impulse is above the static friction threshold, which can be different for the two directions resulting in an-isotropic friction.

An important problem that comes with a velocity based approach is drift. Making sure that relative velocities are zero does not prevent penetrations. Once there is a penetration due to numerical errors for instance, the solver does not remove them. The solution to this problem is to move the bodies apart. One has to be careful to do this correctly. It is not correct to apply a simple translation. Rather, one has to solve for velocities that remove the penetration when multiplied by the time step.
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Introduction to Fluids
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As fluids are everywhere around us, they are an important part of physical simulations for virtual environments. In addition, correctly solving the underlying equations can result in complex and beautiful structures and motions. Numerical simulations of fluid flow have been used for a long time in the field of computer graphics, although mainly for off-line animations (an example is shown in Fig. 9.1). In [YUM86], fluid simulations were first used for the generation of animated textures. In 1990, Kass and Miller [KM90] demonstrated the practical use and efficiency of height field fluids. First three dimensional fluid simulations were performed in [FM96] by Foster and Metaxas.

The stable fluids approach, as presented by Jos Stam in [Sta99], made it possible to guarantee stability of the advection step, and lead to a variety of applications in the field. With this approach, level-set based simulations of liquids were made popular by the group of Ron Fedkiw, starting with [FF01, EMF02]. Since then, a variety of extensions and improvements of the original algorithm have been proposed. Fluid simulations have been used for fire [NFJ02], large scale smoke [RNGF03], particle based explosions [FOA03], and were coupled to rigid bodies [CMT04, BBB07]. A first real-time GPU implementation of a level-set based fluid solver, yielding a high performance, was demonstrated in [CLT07]. Due to the long run-times, control of off-line simulations also became an important topic [MTPS04, SY05a, SY05b, TKPR06]. We will discuss eulerian fluid simulations, based on this semi Lagrangian method, within the field of real-time applica-

Figure 9.1: A typical off-line fluid animation: liquid is poured into a glass shaped obstacle. Animation and rendering require many hours to compute.
tions in Chapter 10. In contrast to the previously mentioned work, the group of James O’Brien worked on algorithms to use dynamic meshes instead of equidistant Cartesian grids [KFCO06, FOK05, CFL+07]. However, due to the complexity of these approaches, they are not aimed at real-time simulations, and will not be discussed in the following. A different approach to guided fluid simulations was presented by Angelidis et al. in [AN05] and [ANSN06]. It is based on vortex filaments, and allows for real-time smoke simulations and control.

Due to the limitations of an underlying grid, particle based approaches are especially popular for real-time simulations, as they do not require a grid throughout the whole domain. They are based on the so-called smoothed particle hydrodynamics (SPH) that were originally developed for astro-physics applications [Mon92]. The first SPH paper to target the real-time simulation of liquids was [MCG03]. This method was later extended to, e.g., handle multi-phase fluids in [MSKG05]. As SPH does not require a global correction step for the incompressibility of the fluid, the resulting compressibility artifacts are still a topic of current research activities [BT07].

Due to the simplicity and efficiency of the underlying algorithm, lattice Boltzmann methods (LBM) have become an interesting alternative to the approaches mentioned above. They have been demonstrated, e.g., in [WZF+03, LWK03, WLMK04] for wind simulations with interacting bodies. In [WWXP06], the LBM was used to simulate falling snow in real-time. It was also used for simulations of free surface flows, e.g., in [TR04] and [TRS06]. We will explain how to implement a fluid solver with LBM later on in Section 10.2.

For real-time applications, the shallow water equations (SWE) are especially interesting. The SWE are a reduced form of the Navier-Stokes equations, and can be solved very efficiently due to their two-dimensional nature. In simplified versions, such two-dimensional methods have been used, e.g., for generating splashes [OH95] or coupled to terrains and rigid bodies [CdVLHM97]. In [LvdP02], an algorithm to apply a semi Lagrangian advection to the SWE with an implicit time integration scheme was introduced. Moreover, the underlying algorithm was extended to achieve a variety of different effects in real-time, such as bubble dynamics [TSS+07], or terrain erosion [MDH07]. A different class of methods for wave generation are the spectral approaches, e.g., as described in [HNC02], [Lov03], or in [Tes04]. These approaches are especially suitable for deep water waves with dispersive effects, but will not be discussed in more detail here. In Chapter 11, we will explain how to solve the SWE, and describe the handling of different boundary conditions, to achieve, e.g., fluid flowing through a terrain.
Chapter 10

Grid Based Fluid Simulation

Nils Thuerey

10.1 Navier-Stokes Equations

The motion of a fluid is typically computed by solving the Navier-Stokes (NS) equations \(^1\), which describe the fluid in terms of a continuous velocity field \(\mathbf{u}\) and a pressure \(p\). In the following, we will give an overview of how a simplified form of these equations is commonly solved in the field of computer graphics. The next section will discuss an alternative solution approach that is particularly well suited for parallel implementations such as GPUs. For more detailed information, e.g., on the derivation of the equations, there are many good textbooks on the topic. We can, e.g., recommend [KC04]. Note that a very detailed description of how to solve the NS equations directly can be found in the notes of the SIGGRAPH course on fluid simulation [RB07].

The NS equations are basically two conservation equations, that have to be fulfilled in order to give the motion of an incompressible fluid. The first one is very simple - it ensures the conservation of mass in the velocity field. Assuming a constant density of the fluid, this can be written as

\[
\nabla \mathbf{v} = 0 .
\]

(10.1)

It simply means that when some quantity is advected in the velocity field \(\mathbf{v}\), a smoke density, for instance, the overall mass of this quantity will not change (assuming that we make no error computing this advection). For fluids it is of course highly important to keep the mass constant - otherwise it will look like the fluid evaporates over time, or that drops disappear while flying through the air. The second, and more complicated part, of the NS equations

\(^1\)The origins of the well established Navier-Stokes equations reach back to Isaac Newton, who, around 1700, formulated the basic equations for the theoretical description of fluids. These were used by L. Euler half a century later to develop the basic equations for momentum conservation and pressure. Amongst others, Louis M. H. Navier continued to work on the fluid mechanic equations at the end of the 18th century, as did Georg G. Stokes several years later. He was one of the first to analytically solve fluid problems for viscous media. The NS equations could not be practically used up to the middle of the 20th century, when the numerical methods, that are necessary to solve the resulting equations, were developed.
ensures that the momentum of the fluid is preserved. It can be written as

\[\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) + \nabla P = \nu \Delta \mathbf{u} + \rho g.\]  

This equation is a lot more complicated, but can be understood by identifying its individual terms. The first one, the advection terms, deals with just that - the advection of the velocity field of the fluid with itself. The pressure term involves the gradient of the pressure, so it essentially makes sure the fluid tries to flow away from regions with high pressure. The viscosity term, where \( \nu \) is a parameter to account for the different "thicknesses" of fluids (honey, e.g., has a much higher viscosity than water), involves the second derivatives of the velocities, and as such, performs a smearing out of the information in the velocity field. As we are usually interested in computing fluids with a very low viscosity, such as water and air, this term is completely left out (the NS equations without this term are then called the Euler equations). We can do this because the method to solve the equations normally introduces a fair amount of error, which is noticeable as a viscosity. Likewise, the more accurately the equations are solved, the more lively (and less viscous) the fluid will look.

Luckily, the different parts of this equation can be computed separately, which significantly simplifies the algorithm. As mentioned before, the viscosity term can be left out. Adding the forces (this could, e.g., include gravity) to the velocities is typically also very easy. Computing the advection is somewhat more difficult. A very elegant and stable way to solve this is to use a semi-Lagrangian scheme [Sta99]. This step will be described in more detail later for solving the shallow water equations. It can be computed very efficiently and is unconditionally stable. This is very useful, as the nonlinear terms of the advection are usually very problematic for stability when using other schemes such as finite differences.

The last, and most complex term to handle in the equations is the pressure term. Given some the velocity field computed from the previous steps, we compute the pressure values in a way that ensures that (10.1) holds. It turns out that a Poisson equation with corresponding boundary conditions has to be solved for the pressure. This is a well known equation in mathematics: it is a partial differential equation that requires a system of linear equations to be solved. Typically, this is done with an iterative method, such as a conjugate gradient solver. It is usually by far the most expensive part of the algorithm. Once a correct pressure is computed, the velocity field can be adjusted to be divergence free, and describes the state of the fluid for the next time step.

These steps: adding forces, advecting the velocities, and computing a pressure correction are repeated for each time step. They are used to compute the motion of a single fluid phase, and can be used to, e.g., simulate swirling smoke. For effects such as liquids, it is in addition to the basic algorithm necessary to compute the motion and behavior of the interface between the liquid and its surrounding (usually air). We will only cover two-phase flows in the form of the shallow water equations in Chapter 11. In the next section we will explain a different approach to compute the motion of a fluid that is based on a simpler algorithm.
10.2 Lattice Boltzmann Methods

This section will describe the basic LBM algorithm. The lattice Boltzmann formulation is also a grid-based method, but originated from the field of statistical physics \(^2\). Although it comes from a descriptions on the molecular level, the method can still be used to compute fluids on a larger scale. For simulations with LBM, the simulation region is typically represented by a Cartesian and equidistant grid of cells. Each cell only interacts with cells in its direct neighborhood. While conventional solvers directly discretize the NS equations, the LBM is essentially a first order explicit discretization of the Boltzmann equation in a discrete phase-space. It can also be shown, that the LBM approximates the NS equations with good accuracy. A detailed overview of the LBM and derivations of the NS equations from LBM can be found in [WG00] and [Suc01], among others.

The LBM has several advantages, that make it interesting for real-time applications. First, a timestep with LBM only requires a single pass over the computational grid. So it maps very well to parallel architectures such as GPUs. On the other hand, as the LBM performs an explicit timestep, the allowed velocities in the simulation are typically limited to ensure stability. Another interesting aspect is that each cell in LBM contains more information than just the velocity and pressure or density. This makes it possible to handle complex boundaries with high accuracy even on relatively coarse grids. The following section will describe the standard LBM with simple boundary conditions, and a turbulence model to ensure stability.

10.3 The Basic Algorithm

The basic lattice Boltzmann (LB) algorithm consists of two steps, the stream-step, and the collide-step. These are usually combined with no-slip boundary conditions for the domain boundaries or obstacles. The simplicity of the algorithm is especially evident when implementing it, which, for the basic algorithm, requires roughly a single page of C-code. Using a LBM, the particle movement is restricted to a limited number of directions. Here, a three-dimensional model with 19 velocities (commonly denoted as D3Q19) will be used. Alternatives are models with 15 or 27 velocities. However, the latter one has no clear advantages over the 19 velocity model, while the model with 15 velocities has a decreased stability. The D3Q19 model is thus usually preferable as it requires less

---

\(^2\)The Boltzmann equation itself has been known since 1872. It is named after the Austrian scientist Ludwig Boltzmann, and is part of the classical statistical physics that describe the behavior of a gas on the microscopic scale. The LBM follows the approach of cellular automata to model even complex systems with a set of simple and local rules for each cell [Wol02]. As the LBM computes macroscopic behavior, such as the motion of a fluid, with equations describing microscopic scales, it operates on a so-called "mesoscopic" level in between those two extremes.

Historically, the LBM evolved from methods for the simulation of gases that computed the motion of each molecule in the gas purely with integer operations. In [HYP76], there was a first attempt to perform fluid simulations with this approach. It took ten years to discover that the isotropy of the lattice vectors is crucial for a correct approximation of the NS equations [FdH+87]. Motivated by this improvement, [MZ88] developed the first algorithm that was actually called LBM by performing simulations with averaged floating point values instead of single fluid molecules. The third important contribution to the basic LBM was the simplified collision operator with a single time relaxation parameter [BGK54, CCM92, QdL92].
memory than the 27 velocity model. For two dimensions the D2Q9 model with nine velocities is the most common one. The D3Q19 model with its lattice velocity vectors \( e_{1..19} \) is shown in Fig. 10.1 (together with the D2Q9 model). The velocity vectors take the following values:

- \( e_1 = (0,0,0)^T \), \( e_{2..3} = (\pm 1,0,0)^T \), \( e_{4..5} = (0,\pm 1,0)^T \), \( e_{6..7} = (0,0,\pm 1)^T \), \( e_{8..11} = (\pm 1,\pm 1,0)^T \), \( e_{12..15} = (0,\pm 1,\pm 1)^T \), and \( e_{16..19} = (\pm 1,0,\pm 1)^T \).

As all formulas for the LBM usually only depend on the so-called particle distribution functions (DFs), all of these two-dimensional and three-dimensional models can be used with the method presented here. To increase clarity, the following illustrations will all use the D2Q9 model.

For each of the velocities, a floating point number \( f_{1..19} \), representing a blob of fluid moving with this velocity, needs to be stored. As the LBM originates from statistical physics, this blob is thought of as a collection of molecules or particles. Thus, in the D3Q19 model there are particles not moving at all \( f_1 \), moving with speed 1 \( f_{2..7} \) and moving with speed \( \sqrt{2} \) \( f_{8..19} \). In the following, a subscript of \( \tilde{i} \) will denote the value from the inverse direction of a value with subscript \( i \). Thus, \( f_i \) and \( f_{\tilde{i}} \) are opposite DFs with inverse velocity vectors \( e_{\tilde{i}} = -e_i \). During the first part of the algorithm (the stream step), all DFs are advected with their respective velocities. This propagation results in a movement of the floating point values to the neighboring cells, as shown in Fig. 10.2. Formulated in terms of DFs the stream step can be written as

\[
f_i^*(x,t+\Delta t) = f_i(x+\Delta t e_i,t). \tag{10.3}
\]

Here, \( \Delta x \) denotes the size of a cell and \( \Delta t \) the time step size. Both are normalized by the condition \( \Delta t/\Delta x = 1 \), which makes it possible to handle the advection by a simple copying operation, as described above. These post-streaming DFs \( f_i^* \) have to be distinguished from the standard DFs \( f_i \), and are never really stored in the grid. The stream step alone is clearly not enough to simulate the behavior of incompressible fluids, which is governed by the ongoing collisions of the particles with each other. The second part of the LBM, the collide step, amounts for this by weighting the DFs of a cell with the so called equilibrium distribution functions, denoted by \( f_i^{eq} \). These depend solely on the density and velocity of the fluid. Here, the incompressible model from [HL97] is used, which alleviates compressibility effects of the standard model by using a modified equilibrium DF and velocity calculation. The density and velocity can be computed by summation of all the DFs for one cell

\[
\rho = \sum f_i \quad u = \sum e_i f_i. \tag{10.4}
\]
The standard model, in contrast to the one used here, requires a normalization of the velocity with the fluid density. For a single direction \( i \), the equilibrium DF \( f_{i}^{eq} \) can be computed with

\[
 f_{i}^{eq} = w_{i} \left[ \rho + 3e_{i} \cdot u - \frac{3}{2}u^{2} + \frac{9}{2}(e_{i} \cdot u)^{2} \right], \quad \text{where}
\]

\[
 w_{i} = \begin{cases} 
 1/3 & \text{for } i = 1, \\
 1/18 & \text{for } i = 2..7, \\
 1/36 & \text{for } i = 8..19.
\end{cases}
\]

The equilibrium DFs represent a stationary state of the fluid. However, this does not mean that the fluid is not moving. Rather, the values of the DFs would not change, if the whole fluid was at such an equilibrium state. For very viscous flows, such an equilibrium state (equivalent to a Stokes flow) can be globally reached. In this case, the DFs will converge to constant values. The collisions of the molecules in a real fluid are approximated by linearly relaxing the DFs of a cell towards their equilibrium state. Thus, each \( f_{i} \) is weighted with the corresponding \( f_{i}^{eq} \) using:

\[
 f_{i}(x, t + \Delta t) = (1 - \omega) f_{i}^{*}(x, t + \Delta t) + \omega f_{i}^{eq}.
\]

Here, \( \omega \) is the parameter that controls the viscosity of the fluid. Often, \( \tau = 1/\omega \) is also used to denote the lattice viscosity. The parameter \( \omega \) is in the range of \((0..2]\), where values close to 0 result in very viscous fluids, while values near 2 result in more turbulent flows. Usually these are also visually more interesting. However, for values close to 2, the method can
become instable. In Section 10.5, a method to stabilize the computations with a turbulence model will be explained. This alleviates the instabilities mentioned above. The parameter \( \omega \) is given by the kinematic viscosity of a fluid. The values computed with Eq. (10.6) are stored as DFs for time \( t + \Delta t \). As each cell needs the DFs of the adjacent cells from the previous time step, two arrays for the DFs of the current and the last time step are usually used.

The easiest way to implement the no-slip boundary conditions is the link bounce back rule that results in a placement of the boundary halfway between fluid and obstacle cells. If the neighboring cell at \((x + \Delta t \, e_i)\) is an obstacle cell during streaming, the DF from the inverse direction of the current cell is used. Thus, Eq. (10.3) changes to

\[
f_i^*(x, t + \Delta t) = f_i'(x, t).
\]  

(10.7)

Fig. 10.3 illustrates those basic steps for a cell next to an obstacle cell.

### 10.4 Implementation

A 2D implementation of the algorithm described so far might consist of a flag field \( g \) to distinguish fluid (\( g = FLUID \)) and obstacle cells (\( g = OBS \)), and two arrays of single-precision floating point variables, \( f \) and \( f' \), with 9 values for each cell in the grid. For a grid with \( n_x \) and \( n_y \) cells along the x- and y-direction, respectively, a typical initialization step...
might be to set the boundaries of the domain to be obstacles, and initialize a resting fluid volume:

\[ \text{Init-lbm} \]

\begin{verbatim}
(1) for \( j = 0 \) to \( n_y \) do
(2)   for \( i = 0 \) to \( n_x \) do
(3)     if \((i == 0 || i == n_x - 1 || j == 0 || j == n_y - 1)\) do
(4)         \( g[i, j] = \text{OBS} \)
(5)     else
(6)         \( g[i, j] = \text{FLUID} \)
(7)     endif
(8)   endfor
(9) endfor
\end{verbatim}

The code above and below requires some globals arrays: the weights of the equilibrium DFs \( w \), and the lattice vectors. For the D2Q9 model, these are

\[ \text{Lbm D2Q9 Globals} \]

\begin{verbatim}
(1) \( w_9[9] = \{1/3, 1/18, 1/18, 1/18, 1/18, 1/18, 1/18, 1/18, 1/18\} \)
(2) \( e_x[9] = \{0, 1, -1, 0, 0, 1, -1, 1, -1\} \)
(3) \( e_y[9] = \{0, 0, 1, -1, 1, 1, -1, -1\} \)
\end{verbatim}

During a loop over all cells in the current grid, each cell collects the neighboring DFs according to Eq. (10.3) or Eq. (10.7), for adjacent fluid and obstacle cells, respectively.

\[ \text{Stream} \]

\begin{verbatim}
(1) for \( j = 0 \) to \( n_y \) do
(2)   for \( i = 0 \) to \( n_x \) do
(3)     for \( l = 0 \) to \( 8 \) do
(4)       \( l_{\text{inv}} = \text{invert}(l) \)
(5)       if \( g[i + e_x[l_{\text{inv}}], j + e_y[l_{\text{inv}}]] == \text{OBS} \) do
(6)         \( f'[i, j, l] = f[i, j, l] \)
(7)       else
(8)         \( f'[i, j, l] = f[i + e_x[l_{\text{inv}}], j + e_y[l_{\text{inv}}], l] \)
(9)       endif
(10) endfor
(11) endfor
(12) endfor
\end{verbatim}

Here, \( e_x \) and \( e_y \) denote the x- and y-components of a lattice vector \( e_l \), while invert\((l)\) is a function to return the index of the lattice vector opposite to \( e_l \). The pseudo code above
performs the normal streaming operation for all fluid neighbors, and uses a bounce-back boundary conditions for obstacle cells.

The next step is to compute the collisions of the streamed DFs. For this, the density and velocity are computed and used to calculate the equilibrium DFs. These are weighted with the streamed DFs according to the viscosity parameter $\omega$.

\begin{enumerate}
\item \textbf{Collide}
\item for $j = 0$ to $n_y$ do
\item for $i = 0$ to $n_x$ do
\item if $g[i, j] == OBS$ do continue; endif
\item $(\rho, u_x, u_y) = \text{getDensityAndVelocity}(i, j, k)$
\item for $l = 0$ to 8 do
\item $a = e_x[l]u_x + e_y[l]u_y$
\item $f'^e = w(l)(\rho + \frac{3}{2}(u_x^2 + u_y^2) + 3a + \frac{9}{2}a^2)$
\item $f'[i, j, l] = (1 - \omega)f'^e[i, j, l] + \omega f'^e$
\item endfor
\item endfor
\item endfor
\end{enumerate}

Here, \textit{getDensityAndVelocity}(i, j) is a function to compute the density and velocity for a single cell. As described above, these values can be computed by summation over all the DFs of a cell:

\begin{enumerate}
\item $\rho = u_x = u_y = u_z = 0$
\item for $l = 0$ to 8 do
\item $\rho + = f'[i, j, l]$
\item $u_x + = e_x[l] \cdot f'[i, j, l]$
\item $u_y + = e_y[l] \cdot f'[i, j, l]$
\item endfor
\item return($\rho, u_x, u_y$)
\end{enumerate}

Once the Stream and Collide steps are completed, the $f'$ grid contains the updated state of the fluid for the next time step. Typically, the two grids are now swapped, and subsequent time steps alternate in streaming and colliding the DFs from one grid array to the other. Performing these two very simple steps already computes a solution of the Navier-Stokes equations. Note that using Eq. (10.7) the DFs for obstacle cells are never touched. For a 3D implementation, it is only necessary to loop over a third component, and include all 19 DFs in the inner loops over $l$ (instead of only 9). The operations themselves are the same in 2D and 3D.

In contrast to a standard finite-difference NS solver, the implementation is much simpler, but also requires more memory. A typical NS solver as described in Section 10.1 usually requires at least 7 floating point values for each grid point (pressure, three velocity components, plus three temporary variables), but for some cases it might need higher
resolutions to resolve obstacles with the same accuracy. Using a more sophisticated LB implementation with grid compression [PKW+03], the memory requirements can be reduced to almost half of the usual requirements. Furthermore, using an adaptive time step size is common practice for a NS solver, while the size of the time step in the LBM is, by default, fixed to 1 (however, [TPR+06] explains how to achieve the effect of a changing time step for a LBM solver). As the maximum lattice velocity may not exceed 1/3, in order for the LBM to remain stable, it might still need several time steps to advance to the same time a NS solver would reach in a single step. However, each of these time steps usually requires a significantly smaller amount of work, as the LBM can be computed very efficiently on modern CPUs. Moreover, it does not require additional global computations such as the pressure correction step.

10.5 Stability

In order to simulate turbulent flows with the LBM, the basic algorithm needs to be extended, as its stability is limited once the relaxation parameter \( \tau \) approaches 1/2 (which is equivalent to \( \omega \) being close to 2). Here, the Smagorinsky sub-grid model, as used in, e.g., [WZF+03, LWK03], will be applied. Its primary use is to stabilize the simulation, instead of relying on its ability to accurately model subgrid scale vortices in the simulation. The model requires slightly more computations per cell than the standard LBM, but significantly increases stability which makes it a very useful addition. Note that in recent years, a variety of collision operators with increased accuracy and stability have been developed (e.g., multi relaxation time models and cascaded lattice boltzmann), but we have have found that the Smagorinsky model is easy to use and gives visually plausible results.

The sub-grid turbulence model applies the calculation of the local stress tensor as described in [Sma63] to the LBM. The computation of this tensor is relatively easy for the LBM, as each cell already contains information about the derivatives of the hydrodynamic variables in each DF. The magnitude of the stress tensor is then used in each cell to modify the relaxation time according to the so called eddy viscosity. For the calculation of the modified relaxation time, the Smagorinsky constant \( C \) is used. For the simulations in the following, \( C \) will be set to 0.03. Values in this range are commonly used for LB simulations, and were shown to yield good modeling of the sub-grid vortices [YGL05]. The turbulence model is integrated into the basic algorithm that was described in Section 10.3 by adding the calculation of the modified relaxation time after the streaming step, and using this value in the normal collision step.

The modified relaxation time \( \tau_s \) is calculated by performing the steps that are described in the following. First, the non-equilibrium stress tensor \( \Pi_{\alpha,\beta} \) is calculated for each cell with

\[
\Pi_{\alpha,\beta} = \sum_{i=1}^{19} \mathbf{e}_\alpha \mathbf{e}_\beta \left( f_i - f_i^{eq} \right),
\]

using the notation from [HSCD96]. Thus, \( \alpha \) and \( \beta \) each run over the three spatial dimensions, while \( i \) is the index of the respective velocity vector and DF for the D3Q19 model.
The viscosity correction uses an intermediate value $S$ which is computed as

$$S = \frac{1}{6C^2} \left( \sqrt{\nu^2 + 18C^2 \sqrt{\Pi_{\alpha\beta}\Pi_{\alpha\beta}} - \nu} \right).$$ \hspace{1cm} (10.9)

Now the modified relaxation time is given by

$$\tau_s = 3(\nu + C^2 S) + \frac{1}{2}. \hspace{1cm} (10.10)$$

From Eq. (10.9) it can be seen that $S$ will always have a positive value – thus the local viscosity will be increased depending on the size of the stress tensor calculated from the non-equilibrium parts of the distribution functions of the cell to be relaxed. This effectively removes instabilities due to small values of $\tau$. We have found that with values of $C$ around 0.03 the LBM simulations are removed of all stability problems, if it is ensured that the velocities lie in the allowed range ($|v| < 1/3$).
Chapter 11

Shallow Water Equations

Nils Thuerey, Peter Hess

11.1 Introduction

The shallow water equations (SWE) are a simplified version of the more general Navier-Stokes (NS) equations, which are commonly used to describe the motion of fluids. The SWE reduce the problem of a three-dimensional fluid motion to a two-dimensional description with a height-field representation. From now on, we will use the following notation (it is also illustrated in Fig. 11.1):

- \( h \) denotes the height of the fluid above zero-level.
- \( g \) is the height of the ground below the fluid (above zero-level).
- \( \eta \) denotes the height of the fluid above ground, \( \eta = h - g \).
- \( \mathbf{v} \) the velocity of the fluid in the horizontal plane.

A basic version of the SWE can be written as

\[
\begin{align*}
\frac{\partial \eta}{\partial t} + (\nabla \eta) \mathbf{v} &= -\eta \nabla \cdot \mathbf{v} \\
\frac{\partial \mathbf{v}}{\partial t} + (\nabla \mathbf{v}) \mathbf{v} &= a_n \nabla h,
\end{align*}
\]

where \( a_n \) denotes a vertical acceleration of the fluid, e.g., due to gravity. This formulation can be derived from the NS equations by, most importantly, assuming a hydrostatic pressure along the direction of gravity. Interested readers can find a detailed derivation of these equations in Section A.

In the following sections we will first explain how to solve these equations with a basic solver, and then extend this solver with more advanced techniques to handle open boundaries, or free surfaces.
A basic solver of the SWE has to compute the change of the height and velocity values of the water surface over time. According to Eq. (11.2) and Eq. (11.1) the equations for the water height $\eta$ and the velocity $\mathbf{v} = (v_1, v_2)$ can be written as:

$$\frac{\partial \eta}{\partial t} + (\nabla \eta) \mathbf{v} = -\nabla \cdot \mathbf{v}$$
$$\frac{\partial v_1}{\partial t} + (\nabla v_1) \mathbf{v} = a_n \nabla h$$
$$\frac{\partial v_2}{\partial t} + (\nabla v_2) \mathbf{v} = a_n \nabla h . \quad (11.3)$$

In this form, the two distinct parts of the equations can be identified: the left side accounts for the advection within the velocity field $\mathbf{v}$, while the right side computes an additional acceleration term. Here, we will use an explicit time integration scheme, as this makes the solution of the SWE significantly more simple. Alternatively, implicit schemes, as described in [LvdP02] could be used. These, however, require a system of linear equations to be solved for the update, and, with simpler methods such as implicit Euler, introduce a significant amount of damping.

To compute a solution for these equations, we first discretize the domain with $n_1$ cells in x-direction, and $n_2$ cells in y-direction. For simplicity, we assume in the following that the cells have a square form with side length $\Delta x$. The gravity force $a_n$ is assumed to act along the z-axis, e.g. $a_n = 10$, and the size of a single time step is given by $\Delta t$. The overall height of the water, and the strength of the gravity will later on determine the speed of the waves travelling on the surface. To represent the three unknowns with this grid we use a staggered grid. This means that the pressure is located in the center of a cell, while the velocity components are located at the center of each edge, as shown in Fig. 11.1. The staggered grid is commonly used for fluid solvers, and prevents instabilities that would result from a discretization on a co-located grid. An update step of the shallow water solver consists of the following parts: first all three fields are advected with the current velocity field. Afterwards, the acceleration terms are computed for the height and velocity fields. The following pseudo-code illustrates a single step of the simulation loop of a simple shallow water solver:
Shallow-water-step($\eta, v, g$)

1. $\eta = \text{Advect}(\eta, v)$
2. $v_1 = \text{Advect}(v_1, v)$
3. $v_2 = \text{Advect}(v_2, v)$
4. Update-height($\eta, v$)
5. $h = \eta' + g$
6. Update-velocities($h, v_1, v_2$)

Note that the three calls of the $\text{Advect}(\ldots)$ function return a value that is assigned back to the original input grid (e.g., in line 1 $\eta$ is a parameter of the call, and used in the assignment). This should indicate that the advection requires a temporary array, to which the advected values are written, and which is copied back to the original grid after finishing the advection step.

To compute the advection, we can use the semi-Lagrangian method [Sta99] to compute a solution without having to worry about stability. This algorithm computes the advection on a grid by essentially performing a backward trace of an imaginary particle at each grid location. Given a scalar field $s$ to be advected, we have to compute a new value for a grid cell at position $x$. This is done by tracing a particle at this position backward in time, where it had the position $x^{t-1} = x - \Delta t v(x)$. We now update the value of $s$ with the value at $x^{t-1}$, so the new value is given by $s(x') = s(x^{t-1})$. Note that although $x$ is either the center or edge of a cell in our case, $x'$ can be located anywhere in the grid, and thus usually requires an interpolation to compute the value of $s$ there. This is typically done with a bi-linear interpolation, to ensure stability. It guarantees that the interpolated value is bounded by its source values from the grid, while any form of higher order interpolation could result in larger or smaller values, and thus cause stability problems. The advection step can be formulated as

$\text{Advect}(s, v)$

1. for $j = 1$ to $n_2 - 1$
2. for $i = 1$ to $n_1 - 1$
3. $x = (i \cdot \Delta x, j \cdot \Delta y)$
4. $x' = x - \Delta t \cdot v(x)$
5. $s'(i, j) = \text{interpolate}(s, x')$
6. endfor
7. endfor
8. return($s'$)

Note that, due to the staggered grid, the lookup of $v(x)$ above already might require an averaging of two neighboring velocity components to compute the velocity at the desired position. This is also, why the three advection steps cannot directly performed together - each of them requires slightly different velocity interpolations, and leads to different offsets in the grid for interpolation.

The divergence of the velocity field for the fluid height update can be easily computed with finite differences on the staggered grid. So, according to Eq. (11.3), the height update is given by
**Update-height*** ($\eta, v$)

1. for $j = 1$ to $n_2 - 1$
2. for $i = 1$ to $n_1 - 1$
3. \[ \eta(i, j) = \eta(i, j) \cdot \left( \frac{(v_1(i+1, j) - v_1(i, j))}{\Delta x} + \frac{(v_2(i, j+1) - v_2(i, j))}{\Delta x} \right) \Delta t \]
4. endfor
5. endfor
6. return ($\eta'$)

In contrast to the advection steps, adding the accelerations can be directly done on the input grids. Similarly, the acceleration term for the velocity update is given by the gradient of the overall fluid height. Note that in this case, the total height above the zero-level is used instead of the fluid height above the ground level. This is necessary, to, e.g., induce an acceleration of the fluid on an inclined plane, even when the fluid height itself is constant (all derivatives of $\eta$ would be zero in this case). The parameter $a$ for the velocity update below is the gravity force.

**Update-velocities*** ($h, v_1, v_2, a$)

1. for $j = 1$ to $n_2 - 1$
2. for $i = 2$ to $n_1 - 1$
3. \[ v_1(i, j) = a \left( \frac{h(i-1, j) - h(i, j)}{\Delta x} \right) \Delta t \]
4. endfor
5. endfor
6. for $j = 2$ to $n_2 - 1$
7. for $i = 1$ to $n_1 - 1$
8. \[ v_2(i, j) = a \left( \frac{h(i, j-1) - h(i, j)}{\Delta x} \right) \Delta t \]
9. endfor
10. endfor

This concludes a single step of a basic shallow water solver. Note that the steps so far do not update the values at the boundary of the simulation domain, as we cannot compute any derivatives there. Instead, special boundary conditions are required at the border, and can be used to achieve a variety of effects. These will be the topic of the next section.

### 11.3 Boundaries Conditions

In the following, we will describe different types of boundary conditions: reflecting and absorbing boundaries, as well as a form of free surface boundary conditions. The former can be used to model a wall that reflects incoming waves. The second type can be used to give the effect of an open water surface, as waves will simply leave the computational domain. Free surface boundary conditions can be used once the fluid should, e.g., flow through a landscape. Although the boundary conditions will be described to handle the outermost region of the computational domain, they can likewise be used to, e.g., create a
Reflecting Boundaries

In the following, we will, without loss of generality, consider the boundary conditions for cells at the left boundary. Reflecting boundary conditions are achieved by setting the velocities at the boundary to zero (after all, there should be no flux through the wall). In addition, we mirror the height of the fluid in the outermost layer. We thus set:

\[
\begin{align*}
  h(0, j)' &= h(1, j) \\
v_1(1, j)' &= 0 \\
v_2(0, j)' &= 0.
\end{align*}
\]

(11.4)

Note that we do not modify the y-component \( v_2 \) of the velocity field. The fluid is thus allowed to move tangentially to a wall. Theoretically, we could also enforce different behaviors for the tangential velocities, but in practice this does not make a noticeable difference. Also note, that we only set \( v_1(1, j) \), as \( v_1(0, j) \) is usually never accessed during an computation step.
Absorbing Boundaries

Surprisingly, it is more difficult to achieve absorbing boundaries than reflecting ones. The problem of boundaries simulating an infinite domain is already known for a long time (see, e.g., [Dur01] for details). A commonly used method to achieve this, is the perfectly matched layer introduced by [Ber94], requires an additional layer of computations around the actual domain.

This is why we chose to use the Higdon boundary conditions [Hig94] which are less accurate but can be more efficiently computed than PML. Below is the $p$th order Higdon boundary condition, where the velocities $c_j$ are chosen to span the range of incoming wave velocities.

\[
\left( \prod_{j=1}^{p} \left( \frac{\partial}{\partial t} + c_j \frac{\partial}{\partial x} \right) \right) h = 0 \quad (11.5)
\]

This boundary condition can be problematic for higher order approximations, but as the wave propagation speed in shallow water is known to be $c = \sqrt{g \eta}$, this allows us to use the 1st order boundary condition

\[
\left( \frac{\partial}{\partial t} + c \frac{\partial}{\partial x} \right) h = 0 . \quad (11.6)
\]

This boundary condition actually requires temporal derivatives, so we assume the current heightfield is given by $h'$, while the heights of the previous step are stored in $h'^{-1}$. Hence, we can set the boundary values to:

\[
\begin{align*}
    h(0, j)' &= \frac{\Delta x h(0, j)^{t-1} + \Delta t c(1, j)' h(1, j)'}{\Delta x + \Delta t c(1, j)} \\
    v_1(1, j)' &= v_1(1, j)^{t-1} - a \frac{h(1, j)' - h(0, j)'}{\Delta x} \Delta t \\
    v_2(1, j)' &= 0 \quad (11.7)
\end{align*}
\]

Note that the update of $v_1$ is essentially the same acceleration term on the left hand side of Eq. (A.16). To further suppress any residual reflections at the boundary, we can apply a slight damping of the height field in a layer around the boundary.

Fig. 11.3 shows the effect of these boundary conditions compared to reflecting ones.

For boundaries where fluid should flow into or out of the domain, we can reuse the two types above. Inflow boundary conditions can be achieved by specifying reflecting ones, with an additional fixed normal velocity. For outflow boundary conditions, absorbing ones with free normal velocities are more suitable.

Free Surfaces

Often, shallow water simulations assume a completely fluid domain, since this makes solving the SWE quite straightforward. Once applications like a river, or fluid filling an arbitrary terrain are needed, this is not sufficient anymore. Such applications require a distinction between areas filled with fluid, and empty or dry areas. An example can be seen in Fig. 11.4. In the following we will consider this as a problem similar to free surface handling for full fluid simulations. Shallow water simulations naturally have an interface, and thus a free
surface, in the simulation plane between fluid below and a second gas phase above the fluid. In addition, we will now prescribe boundary conditions with such a free surface within the simulation plane itself. From the mathematical point of view, a distinction between fluid and dry would not be necessary since the SWE still work if $\eta$ is zero. Distinguishing fluid and dry cells, however, brings some advantages. Foremost, computational time can be saved if large parts of the domain are dry. Therefore, we introduce cell flags $f(i,j)$, that determine the type of each cell, and update them once per time step after updating the heights. This allows us to quickly identify wet and dry cells. Besides the computational advantage, controlling the transition between wet and dry cells also gives us some control over the spreading velocity. Without free surface tracking, the fluid boundary would expand exactly one cell per time step, regardless of cell size and time step length. The height of this advancing boundary would be very small, but this behavior is usually not desired. In addition, we will compute a fill value $r$ for each cell, as this allows us to track a smoothly moving surface line between the fluid and empty cells.

To determine the cell’s flag $f$ we have to compute the minimal and maximal ground level $h_{\text{min}}$ and $h_{\text{max}}$ as well as the maximal fluid depth $\eta_{\text{max}}$ on the cell’s edges.

$$h_{\text{min}}(i,j) = \frac{h(i,j) + \min h(p)}{2} \quad p \in \mathcal{N}(i,j) \quad (11.8)$$

$$h_{\text{max}}(i,j) = \frac{h(i,j) + \max h(p)}{2} + \epsilon_H \quad p \in \mathcal{N}(i,j) \quad (11.9)$$

$$\eta_{\text{max}}(i,j) = \frac{\eta(i,j) + \max \eta(p)}{2} \quad p \in \mathcal{N}(i,j) \quad (11.10)$$

where $\mathcal{N}(i,j)$ is the set of the four direct neighbors of cell $(i,j)$. Note that we add a small value $\epsilon_H$ to $h_{\text{max}}$ to prevent $h_{\text{min}}$ to be equal to $h_{\text{max}}$ in flat areas. With these three values we can now determine $f$ as well as the fill ratio $r$ which indicates the cell’s fill level in dependence of the local ground topology $h_{\text{min}}(i,j)$ and $h_{\text{max}}(i,j)$. $r$ can be used to compute
Figure 11.4: A shallow water simulation with free surface boundary conditions fills a terrain.

an isoline which defines the border of the rendered fluid surface for rendering the water surface. The following pseudo code shows how $f$ and $r$ are calculated:

$Compute$-$flags(i, j)$
1. $if h(i, j) \leq h_{min}(i, j) and \eta_{max}(i, j) < \varepsilon_{\eta_{max}}$
2. $f(i, j) = DRY$
3. $r(i, j) = 0$
4. $else if h(i, j) > h_{max}$
5. $f(i, j) = FLUID$
6. $r(i, j) = 1$
7. $else$
8. $f(i, j) = FLUID$
9. $r(i, j) = \left( h(i, j) - h_{min}(i, j) \right) / \left( h_{max}(i, j) - h_{min}(i, j) \right)$
10. $endif$

A cell is marked as dry if its surface height is not higher than the lowest ground value in the cell and if there is no neighbor cell from which fluid could flow into this cell. The fill
Figure 11.5: A wave flows through an S-shaped river bed, and pushes a large number of rigid bodies along with the flow.

The fill ratio is then set to zero. $\eta$ can be seen as a threshold which allows inflow from a neighbor cell only if this neighbor has a large enough amount of fluid. This effectively limits the spread of thin layers of fluid. So this could be seen as a simple way of simulating surface tension. A cell is completely filled if its surface height is higher than the ground at any position in the cell. The fill ratio is then set to one. The cell is also marked as fluid if the surface height is only in parts higher than the ground level. In this case however the fill ratio is the ratio between minimal ground level, fluid surface height and maximal ground level.

Note, that with this definition cells may have negative depth values $\eta$ even if they are marked as fluid. There are cases were the cell center itself is dry, so the value of $\eta$ is negative at this point, while the whole cell still contains fluid at the edges of a cell.
Part I

Appendix
In this chapter we go through a detailed derivation of a more general form of the shallow water equations (SWE) from the underlying Navier-Stokes (NS) equations. It is based on [Ang07].

A.1 Integral Form

The SWE are a specialized and simplified version of the Navier-Stokes equations. The Navier-Stokes equations describe the dynamics of a fluid much like elasticity theory describes the dynamics of deformable solids. The Navier-Stokes equations relate the dynamics of the density field, the temperature field and the velocity field of a fluid to each other. The full Navier-Stokes equations in three dimensions are a system of partial differential equations with five equations and unknowns (density, velocity and temperature). The Navier-Stokes equations as well as the SWE are derived from three balance equations which prescribe three conservation laws, namely the conservation of mass, momentum and energy.

In addition, we will make use of the material specific constitutive relations for the derivation. A common simplification is to assume that the fluid flow is incompressible which means that the fluid density is spatially constant. Likewise, we assume that the viscosity coefficient, and the thermal conductivity are uniform.

This assumption has important implications:

- The density is no longer an unknown of the equation system. Instead, the pressure becomes an unknown.
- The pressure and the velocity field are decoupled from the energy conservation. This means that we can solve for the pressure and the velocity ignoring the temperature field. We thus assume an isothermal fluid.

These first assumptions reduce the Navier-Stokes equations to four equations in four unknowns: three velocity components and the pressure.
**Balance Equations**

The balance equations describe fundamental physical laws and are valid for any system described with continuum mechanics. Hence, they are the same for the Navier-Stokes equations and for the SWE. Since we assume that the fluid is incompressible and isothermal, the conservation of mass and the conservation of momentum are the only balance equations required for the derivation. The continuity equation or conservation of mass for a domain $\Omega$ with the boundary $\partial \Omega$ with density $\rho$ reads like

$$
\frac{d}{dt} \iiint_{\Omega} \rho dV + \iint_{\partial \Omega} \rho \mathbf{v} \cdot \mathbf{n} dA = 0 .
$$  \hspace{1cm} (A.1)

It means the temporal change of the fluid mass in the domain, which is computed by the integral of the density over the fluid volume (the first term), is given by the flux along its boundary (the second term). Similarly, the conservation of momentum looks like

$$
\frac{d}{dt} \iiint_{\Omega} \rho \mathbf{v} dV + \iint_{\partial \Omega} \rho \mathbf{v} \mathbf{v}^T \cdot \mathbf{n} dA = \iiint_{\Omega} \mathbf{f} dV
$$  \hspace{1cm} (A.2)

where $\mathbf{v}$ is the fluid velocity and $\mathbf{f}$ captures sources and sinks of the fluid. This last term is also known as body force and is a force density, in $[N/m^3]$, and the actual force acting on a given volume $V$ is thus given by the volume integral over this force density. $\sigma$ denotes the stress tensor which is the sum of the pressure $p$ and the viscous stress tensor $\mathbf{T}$. Note that viscous forces are caused by spatial velocity differences in the fluid. We will assume that there are only small velocity variations, so that the viscosity coefficient is small. In addition we will ignore the viscous stress tensor. This assumption justified by observing that water-like fluids have a very small viscosity and that the numerical integration introduces a certain amount of damping, which basically has the same effect as a viscosity larger than zero. Typically, this numerical viscosity is larger than that of water so that we rely on the solver to compute a fluid motion with a viscosity as small as possible. Essentially, we solve for an inviscid fluid.

**Projection**

The derivation of the SWE now proceeds by making an important assumption: the pressure is assumed to be hydrostatic, i.e.,

$$
p = \rho a_n \Delta \eta
$$  \hspace{1cm} (A.3)

where $a_n$ is the acceleration in vertical direction and $\Delta \eta$ corresponds to the vertical distance from the bottom of the fluid to its surface. Amongst others, the vertical acceleration takes care of the gravitational acceleration $g = -9.81 \frac{m}{s^2}$. This hydrostatic pressure equation can be derived by assuming that the vertical velocity is much smaller than the horizontal velocity such that the momentum conservation in vertical direction is dominated by the pressure term and hence the advection of the vertical velocity $v_n$ can safely be ignored. This assumption is justified by observing that in areas where the fluid is shallow, the vertical velocity is indeed orders of magnitude smaller than the horizontal velocity components. The implications of the hydrostatic pressure assumption are:
• The momentum equation for the vertical component is static, i.e., the vertical velocity is temporally constant and equal to zero.

• The velocity is basically a two dimensional tangential vector field which is orthogonal to the vertical (or normal) direction.

• The pressure $p$ acts as the sole vertical variable.

• The fluid surface can be represented by a heightfield.

The assumption of a hydrostatic pressure thus allows us to further reduce the number of unknowns from four to three - the fluid can now be described by velocities in the horizontal domain, and a height of the fluid.

The tangential velocity can be thought of as averaged over the fluid depth. The momentum conservation equation therefore reads

$$\int\int\int_{\Omega} f_{t} f_{n} dV = \frac{d}{dt} \int\int\int_{\Omega} \rho \begin{pmatrix} v_{t} \\ 0 \end{pmatrix} dV$$

$$+ \int\int_{\partial\Omega} \rho \begin{pmatrix} v_{t} \\ 0 \end{pmatrix} \begin{pmatrix} v_{t} \\ 0 \end{pmatrix}^{T} n dA + \int\int_{\partial\Omega} pI \cdot n dA$$  \hspace{1cm} (A.4)

where the subscript $\tau$ indicates horizontal (or tangential) components and the subscript $n$ denotes the vertical (or normal) component. The following notation is introduced and will be used throughout all the chapters of this chapter:

• $H$: Height of fluid between zero-level and ground.

• $h$: Height of fluid above zero-level.

• $\eta$: Total fluid height, i.e. $\eta = H + h$.

To achieve a heightfield representation of the fluid we have to get rid of the vertical dimension in these equations by a projection of the integrals to the two dimensional horizontal domain. Assume the equations are computed over a fluid column with a square base area $\Omega_{t}^{2}$. Consider first the surface integral in the continuity equation

$$\int\int_{\partial\Omega} \rho v \cdot n dA = \int\int_{\Omega_{t}^{2}} \rho v \cdot n dA + \int\int_{\Omega_{n}^{1}} \rho v \cdot n dA$$

where the surface integral was split up into two parts over the surfaces $\Omega_{n}^{2}$ vertical to the horizontal projection plane $\Omega_{t}^{2}$ and the remaining bottom and top surface. There is no mass flux through the bottom because the bottom surface is impermeable and thus this surface integral vanishes. The slope of the fluid surface is assumed to be small. This implies that $v \cdot n$ is small, too and hence, the integral over the top of the fluid column is negligible. The mass flux through the vertical sides $\Omega_{n}^{2}$ is reduced to a line integral by projecting the fluid depth onto the boundaries $\partial\Omega_{t}^{2}$ of the horizontal projection surface

$$\int\int_{\Omega_{n}^{2}} \rho v \cdot n dA = \int_{\partial\Omega_{t}^{2}} \int_{-H}^{h} \rho v \cdot n d\eta ds = \int_{\partial\Omega_{t}^{2}} \rho (h + H) v \cdot n ds = \int_{\partial\Omega_{t}^{2}} \rho \eta v \cdot n ds.$$  \hspace{1cm} (A.5)
Note that the normals of the vertical surfaces $\Omega_2^n$ of the fluid column are equal to the normals of the boundary curve of the horizontal projection surface. The projection of the momentum advection term is analog to the projection of the mass flux, i.e., the integrals over the non-vertical areas vanish due to the same reasons.

Consider now the pressure force acting on the fluid column

$$\iint_{\Omega_3^i} p \mathbf{I} \cdot dA = \iint_{\Omega_2^i} p \mathbf{I} \cdot dA + \iint_{\Omega_1^i} p \mathbf{I} \cdot dA$$

where the surface integral was again split up into a horizontal and a vertical component. The surface integral over the top of the fluid surface vanishes because the pressure at this interface is negligible compared to the pressure inside the fluid. The surface integral over the bottom leads to a source term of the momentum, provided the bottom is non-flat. This pressure force makes the fluid flow downwards. This force is computed by integrating the hydrostatic pressure $p = \rho g \Delta \eta$ over the bottom area

$$\iint_{\Omega_2^i} p \mathbf{I} \cdot dA = \iint_{\Omega_2^i} \rho \mathbf{u}_n(-\eta) \mathbf{n} dA$$

$$= \int_{\Omega_2^i} \rho \mathbf{u}_n(-h) (-\nabla H) dA = \iint_{\Omega_2^i} \rho a_n (H + h) \nabla H dA. \quad (A.6)$$

Note that the normal $\mathbf{n}$ in this equation corresponds to the normal given by the negative gradient of the bottom heightfield $-\nabla H$ rather than the normal of the horizontal projection plane. Furthermore, the normalization of the gradient and the cosine for the area foreshortening cancel each other out.

The projection of the pressure force due to the vertical sides of the fluid column transforms the surface integral over these sides again into a boundary integral over the curve $\partial \Omega_2^i$, which bounds the horizontal area. Thus, by integrating over the fluid depth, the fluxes through the vertical sides get concentrated at the boundary curve $\partial \Omega_2^i$

$$\iint_{\Omega_2^i} p \mathbf{I} \cdot dA = \int_{\Omega_2^i} \int_{-H}^{h} \rho a_n (\eta - h) \mathbf{n} \eta d\eta ds$$

$$= - \int_{\partial \Omega_2^i} \frac{1}{2} \rho a_n (-H - h)^2 \mathbf{n} ds = - \int_{\partial \Omega_2^i} \frac{1}{2} \rho a_n \eta^2 \mathbf{n} ds. \quad (A.7)$$

Integrating the vertical component in the volume integrals of Eq. (A.1) and Eq. (A.4) and inserting Eq. (A.5), Eq. (A.6), and Eq. (A.7) the SWE can be restated in the integral form

$$\frac{d}{dt} \int_{\Omega_2^i} \rho \eta dA + \int_{\partial \Omega_2^i} \rho \eta \mathbf{v} \cdot \mathbf{n} ds = 0 \quad (A.8)$$

$$\frac{d}{dt} \int_{\Omega_2^i} \rho \eta \mathbf{v} dA + \int_{\partial \Omega_2^i} \rho \eta \mathbf{v} \mathbf{v}^T \cdot \mathbf{n} ds - \frac{1}{2} \int_{\partial \Omega_2^i} \rho a_n \eta^2 \mathbf{n} ds$$

$$= - \int_{\Omega_2^i} \rho a_n \eta \nabla H dA + \int_{\partial \Omega_2^i} \eta \mathbf{f} \cdot dA. \quad (A.9)$$

From now on, the subscript $\tau$ will be omitted in the equations. In the literature, these equations are often given in the so called flux form

$$\frac{d}{dt} \int_{\Omega_2^i} \mathbf{q} dA + \int_{\partial \Omega_2^i} F(\mathbf{q}) \cdot \mathbf{n} ds = \int_{\Omega_2^i} \mathbf{\psi} dA \quad (A.10)$$
where the equations were divided by the constant density and

\[ q = (\eta, \eta u, \eta v)^T \]

\[ F(q) = \begin{bmatrix} \eta u \\ \eta v \\ \eta^2/2 - a_n \eta u \\ \eta^2/2 - a_n \eta v \end{bmatrix} \]

\[ \psi = \begin{bmatrix} 0 \\ -a_n \eta \nabla H + \eta \rho f \tau \end{bmatrix}. \]

The two components of the velocity are denoted here as \( v = (u, v)^T \). This notation clearly shows the non-linearity and the conservative nature of the equations due to the flux across the boundary.

### A.2 Differential Form

We now turn to the derivation of the differential form of the SWE, although the integral form admits more general solutions than the differential form. Solutions to the integral form may exhibit discontinuities (which must still satisfy certain conditions) like for example shocks. Such solutions are also known as weak solutions. The differential form on the other hand is written as a partial differential equation (PDE) which only admits continuous solutions because the derivation requires a continuity assumption. Solutions of the differential form are known as strong (also called pointwise) solutions. But note that the true solution of the SWE with certain boundary conditions might indeed be discontinuous and in such cases, a solution method derived from the differential form fails to converge to the correct solution. However, in computer graphics, accuracy is not the most important factor and thus, a strong solution which is similar to the true weak solution might be adequate enough.

As mentioned before, we will assume in this derivation that the solution to the SWE is continuous and differentiable. The divergence theorem can then be applied to the boundary integral of the integral form A.8 and A.9 and the time derivative can be moved inside the integral. We end up with

\[
\int_{\Omega^2} \eta_t dA + \int_{\Omega^2} \nabla \cdot F(q) dA = \int_{\Omega^2} \psi dA.
\]

This equation must be valid for any two dimensional domain \( \Omega^2 \) and therefore the following PDE must hold

\[
\eta_t + \nabla \cdot F(q) = q_x + \frac{\partial f(q)}{\partial q} q_x + \frac{\partial g(q)}{\partial q} q_y = \psi. \tag{A.11}
\]

The chain-rule was used to expand the divergence into a product involving the Jacobian of the flux functions \( f \) and \( g \). Note that such a PDE is called hyperbolic if any linear combination of the two Jacobians \( \frac{\partial f}{\partial q} \) and \( \frac{\partial g}{\partial q} \) has real eigenvalues and can be diagonalized. This is indeed the case for the SWE.

Written out in detail, Eq. (A.11) looks like

\[
\eta_t - \nabla \cdot (\eta v) \tag{A.12}
\]

\[
\frac{\partial \eta v}{\partial t} + \nabla \cdot (\eta vv^T - \frac{1}{2} a_n \eta^2) - a_n \eta \nabla H + \frac{\eta}{\rho} f^T. \tag{A.13}
\]
This latter equation can be simplified even further. By pushing the differential operator inside the bracketed terms we get

$$\eta \dot{v} + v \eta \dot{v} + v \nabla \cdot (\eta v) + \eta v \cdot \nabla u - a_n \eta \nabla \eta - \frac{1}{2} \eta^2 \nabla a_n = -a_n \eta \nabla H + \frac{\eta}{\rho} \mathbf{f}_t. \quad (A.14)$$

The second and third term on the left hand side correspond to the continuity equation times the velocity and thus is equal to zero. Dividing by $\eta$ and observing that $H - \eta = -h$ finally gives

$$\dot{v} + v \cdot \nabla v - a_n \nabla h - \frac{1}{2} \eta \nabla a_n = \frac{1}{\rho} \mathbf{f}_t \quad (A.14)$$

The previous equation clearly highlights the advectional part of the momentum conservation. The differential equation derived from the continuity equation can also be formulated using a material derivative by observing that $\nabla \cdot (\eta v) = v \cdot \nabla \eta + \eta \nabla \cdot v$. The SWE then take the following form

$$\frac{D\eta}{Dt} = -\eta \nabla \cdot v \quad (A.15)$$

$$\frac{Dv}{Dt} = a_n \nabla h + \frac{1}{2} \eta \nabla a_n + \frac{1}{\rho} \mathbf{f}_t. \quad (A.16)$$

Note that when the balance equations were projected from three dimension to two dimensions, the vertical force component has been dropped. This term can now be reinserted as a vertical acceleration component, for example in addition to a constant acceleration due to gravity $g = -9.81 \text{ m/s}^2$.

$$a_n = g + \frac{f_n}{\rho}$$

Thanks to these external force terms $\mathbf{f}_t$ and $f_n$, the SWE can more easily interact with other objects. Note that the SWE are usually derived without these terms.
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